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Abstract
Anomalies are data points that do not follow established or expected patterns.

When measuring gene expression, anomalies in RNA-seq are observations or pat-
terns that cannot be explained by the inferred transcript sequences or expressions.
Transcript sequences and expression are key indicators for cell status and are used
in many phenotypic and disease analyses. Identifying such unexplainable RNA-seq
patterns can inspire improvements in the accuracy of inferred transcript sequences
and expression of RNA-seq data and benefit the analyses based on transcripts. We
develop computational methods to identify the RNA-seq anomalies that violate in-
ferred sequence variation and expression patterns, and to improve the reconstructed
transcripts such that they can explain the anomalies.

The first type of anomaly that we detect is the large-scale sequence variation in
transcriptome, or transcriptomic structural variants (TSVs). TSVs are usually in-
duced by genomic structural variants, which can fuse sequences either from a pair
of genes or involve intergenic regions. Previous TSV detection methods assume
that TSVs only fuse a pair genes and do not consider that some genes are still un-
known, thus many RNA-seq reads from the intergenic or intronic regions cannot be
explained by gene fusions. We develop a computational method, SQUID, to identify
fusions both between a pair of genes and involving non-transcribing regions, thus
enlarging the set of explained variants and RNA-seq reads. SQUID is further ex-
tended to the MULTIPLE COMPATIBLE ARRANGEMENTS PROBLEM, which is able
to detect TSVs in the allele heterogeneity context. The second type of anomaly that
we identify are coverage anomalies in estimated expression. The number of RNA-
seq reads at each position along each transcript follows a distribution determined by
the RNA-seq experiment protocol. We develop a method, Salmon Anomaly Detec-
tion (SAD), to identify the transcripts with an unexplainable coverage distribution
by RNA-seq protocol. We observe that both quantification algorithm mistakes and
incomplete reference transcripts cause abnormal coverage patterns. We also develop
an adjustment procedure to correct quantification algorithm mistakes indicated by
coverage anomalies and improve the accuracy of estimated expression. Our analysis
of the coverage anomalies shows that some of the coverage anomalies are indica-
tors of the regulation efficiency of transcription factors and can explain a part of the
variability of the target gene expression. The developed methods introduce novel
dimensions to more completely explain RNA-seq data, and can be incorporated into
RNA-seq analyses to better characterize phenotype-transcript relationships or used
to evaluate future transcript reconstruction methods.
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Chapter 1

Introduction

1.1 Anomaly detection
The problem of anomaly detection is to find data points or data patterns that are not generated
by an expected process or do not follow an expected behavior. As summarized by Chandola
et al. [20], this concept encompasses a variety of data-mining problems in many areas, such as
detecting fraud activities in credit card transactions or detecting abnormal heart conditions using
human electrocardiagrams. The computational methods for anomaly detection also span a wide
range, including machine learning approaches that learn the separate distributions of normal and
anomaly data points, rule-based approaches that allow users to define “normal” status, as well
as statistical tests that evaluate the likelihood of data points falling in the normal distribution.
Because of the versatility, anomaly detection is done with very different approaches in different
areas of application and may incorporate specific domain knowledge.

In this dissertation, we introduce the concept of anomaly detection to RNA sequencing
(RNA-seq) data. RNA-seq data captures the expressed transcript sequences and expression. A
set of transcript sequences along with their expression can be inferred for each biological sample
from its RNA-seq measurement. Unexpected RNA-seq patterns indicate the disagreement with
the truly expressed transcripts and the inferred transcripts. We developed rule-based anomaly
detection approaches to identify the unexpected RNA-seq patterns. Explaining the RNA-seq
anomalies improves the inferred transcript sequences and expression.

1.2 Transcripts are indicators of cell function and phenotype
Transcripts are RNA seq molecules that copy subsequences from genes. They either pass the
genetic information to proteins or carry the genetic information to perform their own functions.
Various amounts of transcripts are synthesized in each cell, which is called expression of tran-
scripts or abundances of transcripts. Transcript expression is related to the amounts of protein
that they translate into and is also related to the efficiency in performing their own functions. It
is an important task to measure the transcript sequences and expression.

The profile of transcript sequences and expression are key indicators of cell status. The
expression of transcripts determine the cell type or tissue type by deciding the proteins that
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can be further translated. Therefore, the change of expression profile during cell differentiation
attracts many research interests [147, 154, 155]. B cells and T cells encode numerous types of
antibodies by VDJ recombination [10, 14, 80]. The expressed transcripts determine the specific
antibody each B cell and T cell generates. Transcripts of B cells or T cells are sequenced to
reconstruct a repertoire of B cell or T cell receptors.

The transcript sequences and expression can also indicate the disease status of the cells.
Many variants in the genome cause diseases through altering the expressed transcripts, which is
an evidence to determine pathological variants [82, 125]. For example, copy number variants
(CNVs) of oncogenes, specifically copy number gains, usually lead to overexpression of the
corresponding transcripts and are associated with many cancer types [93]. Large scale sequence
variants (SVs) in the genome are identified to generate fused transcript sequences and protein
sequences, which may have altered protein function or abundances. This is another driving
force for cancer [32, 104, 148, 152]. Transcript abundances are also affected by genomic single
nucleotide variants (SNVs), which are also called expression quantitative trait loci (eQTLs) [26,
109]. Some of the eQTLs are associated with various diseases and other phenotypes according
to GWAS studies [46].

It is challenging to accurately infer the transcript sequences and expression because of the
large space of sequence and expression variation in transcripts. Transcription starts with the
binding between RNA polymerase and promoter sequences in DNA [165] and ends with synthe-
sized RNA (or RNA precursors) of variable abundances. Synthesized RNA or RNA precursors
go through post-transcriptional processes such as splicing or polyadenylation and turn into ma-
ture RNA. More than half of the transcripts go through splicing and the number of alternatively
spliced transcripts is large. Besides alternative splicing, variation in DNA sequence can affect
transcript sequences and expression as well, such as genomic mutations and large-scale sequence
variants. This makes the space of transcript sequences and expression even more complicated.

1.3 RNA sequencing technique
Next-generation RNA sequencing (or RNA-seq) captures the sequences and abundances of ex-
pressed transcripts via sampling short reads from them. It has been over a decade since RNA-seq
was first applied [36, 87]. Many current RNA-seq experiments are now carried out on Illumina
platform under paired-end sequencing protocol. We briefly summarize the paired-end proto-
col here since the features and distributions of sequencing reads are used in developing various
computational methods regarding RNA-seq. This protocol first fragments RNA molecules ex-
tracted from cells, reverse transcribes the RNA fragments into cDNA fragments, PCR-amplifies
the cDNA fragments, and finally selects the cDNA fragments around a certain lengths for se-
quencing. Illunima sequencing technique reads out the nucleotides one by one from the 5’ end
of both strands of the cDNA fragments, and finally generates a pair of short reads around 50 –
150 bp [144]. The steps in the protocol can be modeled by probabilistic distributions, which have
been studied [12, 55, 84] and used in RNA-seq data simulators [39, 50].

RNA-seq has become widely available and the number of RNA-seq datasets has drastically
increased in recent years (https://www.ncbi.nlm.nih.gov/sra/docs/sragrowth/).
RNA-seq is broadly adopted in many data cohorts and consortia, such TCGA (https://www.
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Figure 1.1: An example of an Illumina paired-end RNA-seq read. The two black lines represent
double strand cDNA fragments. The fragment length follows the criteria of fragment length
selection. A pair of reads will be sequenced from both strands reading from 5’ end of cDNA
towards 3’ end. The length of each read is fixed and is usually shorter than the length of cDNA
fragment. The blue and purple arrows represent the paired-end reads sequenced from the two
strands of cDNA.

cancer.gov/tcga), GTEx [18] (https://gtexportal.org/home/), HuBMap [1],
and 1000 Genomes Project [24].

Recent experimental breakthroughs have enabled sequencing RNA reads on single cells [56,
136, 150, 155] and incorporating spatial information [105, 164]. However, due to the smaller
amount of RNA molecules in each single cell compared to a bulk of cells, the new techniques
can only capture a subset of expressed transcripts. We focus on the traditional bulk RNA-seq
data for detecting anomalies.

1.4 Current research area to reconstruct transcript informa-
tion using RNA-seq data

Current methods to reconstruct transcripts usually focus on infer only one aspect between se-
quences and expression. The most common areas for developing reconstruction methods from
RNA-seq data are introduced below.

1.4.1 Transcriptome assembly
Using RNA-seq data to reconstruct transcript sequences is called transcriptome assembly. Se-
quences are the most fundamental characterization of what composes of gene transcription prod-
uct. There exist several curated or highly confident databases of transcript sequences, including
RefSeq [112], Ensembl [174] or Gencode gene annotations [38]. The gene information of each
transcripts is also annotated in these databases. However, these databases do not completely
cover all possible transcripts expressed in all cells from all tissues of each individual. Transcrip-
tome assembly methods are designed for inferring the transcript sequences of each RNA-seq
sample in a sample-specific manner.

There are two general approaches to assembling transcript sequences: de novo transcriptome
assembly and reference-based transcriptome assembly. De novo transcriptome assembly does not
depend on a reference genome to which RNA-seq reads are aligned. This type of method follows
the same route as genome assembly, and is usually based on constructing a de Bruijn graph
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and traversing the paths on the graph as assembled transcripts. Trans-Abyss [130], Trinity [48],
Oases [134], and SOAPdenovo-Trans [171] are widely used de novo transcriptome assemblers.

Reference-based transcriptome assembly depends on the alignment of RNA-seq reads to the
genome, and identifies where the exon regions, intron regions, and splice junctions of each tran-
scripts locate in the genome. Cufflinks [154] is one of the earliest reference-based transcriptome
assemblers, which constructs a compatibility graph among RNA-seq reads to indicate whether
the set of implied introns of each RNA-seq read is compatible with that of another RNA-seq
read. Cufflinks then parsimoniously partitions the graph into the minimum number of chains,
and each chain represents a transcript. Later methods usually represent the RNA-seq read align-
ment by using splice graphs, which is proposed by Heber et al. [57] for assembly using EST
data. IsoLasso [85] and TransComb [89] select a set of graph paths as transcripts such that the
consistency of coverages between different transcript regions or with observed RNA-seq read
counts is optimized. StringTie [115] and Scallop [137] model the read counts on splice graphs as
a network flow and adapt flow decomposition algorithms on the splice graphs. The parsimonious
assumption is used in these methods: the number of transcript sequences should be minimal as
long as the set of transcripts is able to generate the observed RNA-seq data. Though, different
methods impose this assumption at different strictness levels.

These methods usually infer a coverage along with each assembled transcripts. The coverage
is an estimate of the expression of transcripts. However, the coverage is derived in coverage
consistency optimization or flow decomposition for the purpose of inferring transcript sequences.
It is much less accurate compared to the expression estimated using expression quantification
methods (Section 1.4.3), especially when sequencing biases are usually considered in expression
quantification methods but not transcriptome assemblers.

The accuracy of transcriptome assembly is generally low, especially when compared with the
accuracy of many machine learning prediction tasks, such as classifying handwritten digits in the
MNIST dataset [75]. Even with the genome sequences, the state-of-art reference-based transcrip-
tome assembly methods usually achieve less than 0.1 AUC when evaluated by the current gene
annotation [31]. This is partially because short RNA-seq reads are not able to determine which
distant regions co-exist in the same transcript. Long-read RNA-seq, especially full-length tran-
script sequencing techniques [19], provides a possible direction for improving the precision of
reconstructing transcript sequences. But they cannot sensitively capture all expressed transcript
sequences [156]. Combining the full-length transcript sequencing and short-read RNA-seq tech-
niques for reconstructing transcript sequences is an approach under exploration [4, 47, 70].

1.4.2 Large-scale sequence variation detection
RNA-seq data is also used to identify large-scale transcript sequence alteration, which is also
called transcriptomic structural variants (TSVs). Due to the large-scale disruption of transcript
sequences, TSVs usually induce severe disruption in the abundance and function of RNA or
translated proteins as well. They have been identified as one of the drivers of certain cancer
types [104, 148] and have been used as diagnostic biomarkers [163]. TSVs are usually caused
by genomic SVs, the large-scale sequence variation in the genome. Because not all genes are
expressed and not all genomic SVs occur in gene regions, only a subset of genomic SVs lead
to sequence change in transcripts. And because the controlling mechanism of transcription (for
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SOAPfuse [66]

FusionCatcher [110]

deFuse [102]

JAFFA [29]

ChimeraScan [64]

PRADA [153]

EricScript [11]

Select reads aligned to genes

Filter out gene-family/paralog/
homolog/pseudogenes alignments

Filter out HLA alignments

Filter out fusions with
irrational orientation

Filter out fusions with
non-exon-boundary breakpoints

Refined statistical test
fragment length in fusion

Threshold read count

Resolve multi-mapped
reads by fusion support

Train classifier using
fusion-read-related scores

Locally assemble reads

Filter out fused gene pairs
with high blast similarity

TSV detection method
annotation-based steps

annotation-free steps

Figure 1.2: Previous TSV detection methods and features used in detection. Middle column is the
name of TSV detection software. Left column is the gene-annotation-independent modules are
used in TSV detection algorithms. Right column is the gene-annotation-based modules in TSV
detection methods. Edges indicate a software contains the corresponding connected modules.
These modules are summaries of key modules, and each software has its own additional well-
calibrated steps to combine with these key modules.

example, transcript start/end and splice sites) is not fully captured and genomic SVs may break
some of the elements, the altered transcript sequences are not exactly predictable from genomic
SVs. Therefore, TSVs are usually detected using RNA-seq data.

Many previous methods are designed to detect the TSVs that fuse transcripts from two or
more genes together, which are also called gene fusions or fusion genes. The principle of TSV
detection is to identify RNA-seq reads that have a discordant alignment compared to how the
sequence library is prepared. For example, when both of the paired-end reads are aligned to
the same strand of genome or transcriptome, the alignment is discordant. The key challenge
in TSV detection lies in distinguishing between TSV-caused discordant alignment and sequenc-
ing/alignment errors, which often occur due to alternative splicing as well as sequence similarity
between different genes and regions. Different methods use different criteria for distinguish-
ing TSVs and sequencing/alignment errors, which is summarized in Figure 1.2. Applying these
criteria usually leads to an increased precision in identifying the true TSVs but also a decrease
in sensitivity in the precision-sensitivity trade-off. Some fusion gene detection methods in the
early years, for example SOAPfuse [66] and ChimeraScan [64], also include a module targeted
for split-aligning RNA-seq reads to multiple regions, which is less used in later detection meth-
ods with the help of state-of-art RNA-seq aligners [34, 69]. Currently, there is still no standard
pipeline or set of criteria to detect gene fusions with both high precision and high sensitivity
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across all RNA-seq datasets. Ensemble approaches that combines the detections from multiple
methods have been proposed [91]. Different analyses have different emphases on precision or
sensitivity, and the different requirements for fusion gene detection also increase the difficulty
for designing a uniformly well-performing fusion gene detection method.

Incomplete gene annotation also poses a challenge in TSV detection: current fusion gene
detection methods rely on several criteria based on gene annotation (exon boundaries or orien-
tation) as shown in Figure 1.2, and thus they are not able to identify TSVs that involve previ-
ously intergenic or non-transcribing regions. TSVs involving previously non-transcribing regions
may be even harder to accurately identify, both because the lack of annotation for applying the
annotation-based criteria and because the alignment error in intergenic regions tends to be higher
due to the larger sequence search space compared to gene regions.

1.4.3 Expresssion quantification

Table 1.1: Probabilistic models and incorporated RNA-seq biases of expression quantification
methods

Method model parameter distribution assump-
tion

bias correction

Jiang and Wong [67] reference transcript
abundances

Poisson distribution
of read count

None

RSEM [78] reference/assembled
transcript abundances

Multinomial distri-
bution of each read
with Dirichlet prior

read start position
distribution

PSG [77] splice graph edge
weights

Multinomial distri-
bution of each read
with Dirichlet prior

None

eXpress [129] reference transcript
abundances

Multinomial distri-
bution of each read
with uniform prior

hexamer priming
bias

pRSEM [90] reference transcript
abundances

Multinomial distri-
bution of each read
with grouped prior
by ChIP-seq

read start position
distribution

kallisto [15] reference transcript
abundances

Multinomial distribu-
tion of each read

hexamer priming
bias

Salmon [113] reference transcript
abundances

Multinomial distri-
bution of each read
with Dirichlet prior

hexamer priming,
GC, and positional
bias

The task of expression quantification is to infer the expression of transcripts that are expressed
in a given RNA-seq sample, and the set of transcripts is usually given as input. The estimated
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expression of transcripts can be further used in many other analysis, such as differential expres-
sion analysis [95, 101, 118, 126], isoform switch detection [51, 86, 111, 161], inferring gene
regulatory network [22, 33, 103, 159], and several prediction tasks such as predicting treatment
responses [44, 128]. Soneson et al. [142] showed that estimating expression on the transcript
level followed by merging transcript expression to genes leads to higher accuracy in expression
estimates on the gene-level as well as detection of differentially expressed genes. This result
emphasizes the necessity of expression quantification for each transcript.

Expression quantification is not as simple as aligning the RNA-seq reads and counting the
number of aligned reads. Instead, a large proportion of RNA-seq reads are multi-mapped to many
genes and transcripts because of the sequence similarity among genes and the sharing of exons
among alternative splicing isoforms. The ambiguity of origins of the multi-mapped reads con-
fuses the counting approach, since it is not clear which transcripts should absorb the count of a
multi-mapped read. Current state-of-art expression quantification algorithms solve the ambiguity
of origin problem by optimizing a probabilistic model to describe the probability of generating
each sequencing read under transcript expression parameters. The core idea of the probabilis-
tic model is proposed by Xing et al. [172], and first used in RNA-seq data by Jiang and Wong
[67]. The expression quantification model by Jiang and Wong [67] assumes that there exists a
set of sequences such that each RNA-seq read can be uniquely aligned to and each transcript is a
concatenation of a subset of sequences. The ambiguous read counts of transcripts are used as pa-
rameters to maximize the probability of observing the unambiguous read counts of the sequences
in the set under the Poisson distribution assumption. However, it is difficult to construct such a
set of sequences. Further probabilistic models are proposed [15, 78, 113, 129] and they model
the probability of generating an RNA-seq read from each transcript by a multinomial distribution
and account for the alignment quality. Some steps in RNA-seq protocol introduce biases in the
sequenced fragments and result in the phenomenon that the probability of sequencing a fragment
is not totally determined by the expression of the sequenced region. Biases can be caused by
hexamer priming, RNA degradation (positional bias), and uneven PCR amplification (GC bias).
They have been modeled [12, 55, 84, 96] and incorporated in some of the expression quantifi-
cation algorithms [15, 78, 113]. RNA polymerase II binding information also has been used
to calibrate prior distribution of model parameters in expression quantification [90]. Table 1.1
summarizes some of the probabilistic models used in popular expression quantification methods.

One of the disadvantages of these expression quantification methods is that they depend on
a set of transcript sequences as input. The current reference transcript annotation is incom-
plete. Using assembled transcripts from transcriptome assemblers partially solves this prob-
lem, but this approach has another disadvantage that transcript assemblers suffer from rela-
tively low accuracy. RSEM [78] seeks to assemble transcript sequences and estimate expres-
sion of the assembled transcripts. Transcriptome assemblers also have recommended pipelines
to combine reference transcripts and assembled transcripts for expression quantification task
(See https://github.com/Kingsford-Group/scallop for an example). LeGault
and Dewey [77] tackled the incomplete reference transcripts problem from a new angle by di-
rectly estimating node (exons) and edge (splice junctions) abundances in splice graphs. This
approach, also called graph quantification, assumes that the splice graphs are accurate despite
that the known transcripts are incomplete and that all paths in splice graphs can be a transcript.
Nevertheless, it is still a challenge to quantify transcript expression under the case of incomplete
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reference.

1.4.4 Single nucleotide variation (SNV) detection

There are several works that identify and analyze SNVs in transcripts and infer the haplotypes
of alleles [16, 94, 119]. These SNVs and haplotypes are inherited from paternal or maternal
genomes. These methods are less used when there exist whole genome sequencing (WGS) data,
which is more widely used in SNV detection and haplotype phasing. But once the SNV informa-
tion is available, it has been incorporated into allele-specific expression quantification [108, 123]
to estimate the expression of transcripts corresponding to a specific allele.

1.4.5 The tasks of reconstructing transcript sequences and expression are
closely related

Transcriptome assembly, TSV detection, and expression quantification are closely related to each
other (Figure 1.3) and, in theory, can be incorporated into each other and improve the accuracy
of each task. As discussed in the above description of individual tasks, if transcriptome assembly
considers the detected TSVs, they will be able to reconstruct fused transcript sequences. If a
more complete and accurate gene annotation can be reconstructed by transcript assembly, the an-
notation information can be used in TSV detection for more accurate detection of fusion genes.
Both fused transcripts and assembled novel splicing variants could be considered in expression
quantification to estimate the expression of novel sequences as well as improve the accuracy
of expression estimation of known sequences. The refined read generation model in expres-
sion quantification is not used in transcriptome assembly or TSV detection, but more accurately
modeling the read count may lead to more accurately assembled transcripts or detected TSVs.

However, it is very challenging to incorporate all possible sequences (including fused se-
quences, novel genes, and splicing variants) and expression into a unified model to describe
the observed RNA-seq reads. There is an exponential number of paths in each splice graph,
which represents connections between exons in alternative splicing, and the number of paths
even increases if splice graphs of fused regions are constructed. Using an exponential number of
transcript sequences in expression quantification probabilistic model may lead to an extremely
large dimension in the parameter space and further lead to large parameter estimation errors due
to the “curse of dimensionality”.

1.5 Our contribution

Because there are sequences or sequence variants that are not completely reconstructed as well as
expression abundances that are not accurately estimated, the observed RNA-seq dataset may not
be fully compatible with the reconstructed transcripts. We focus on identifying the patterns in
the observed RNA-seq dataset that are incompatible with or cannot be explained by the inferred
transcript sequences and expression. These patterns are called anomalies, and identifying these
patterns falls into the framework of anomaly detection.
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Figure 1.3: Summary for RNA-seq read generation and reconstruction. Cells express differ-
ent types of transcript sequences with a certain amount of expression, including reference tran-
scripts, TSV-fused transcripts, and novel sequences due to splicing variants. RNA-seq reads are
randomly sampled from the expressed transcript sequences under the fragment generation model
that describes hexamer priming bias, GC bias, position bias, and potentially other biases. With
a given RNA-seq dataset, current computational methods reconstructs TSVs, alternative splic-
ing isoforms, and estimate transcript expression separately under some idealized assumptions or
model simplifications. Assuming all TSVs are fusions between a pair of known genes and sim-
plify the fragment generation model to read support thresholds, the fusion gene subset of TSVs
are detected (bottom middle). Simplifying the fragment generation model and only considering
coverage similarity along each transcript, transcript sequences are reconstructed by transcrip-
tome assembly methods (bottom right). Reference-based transcript assembly methods further
assumes that the reference genome is known and genomic SVs are incorporated into the ref-
erence genome. Assuming the set of transcript sequences are known, expression quantification
methods infer the fragment generation model and further infer the expression of given transcripts
by maximizing the likelihood of generating the RNA-seq fragments (bottom left).
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Anomaly detection has not been often used in RNA-seq, but it provides a fundamental view of
improving transcript reconstruction using RNA-seq data. The current methods in TSV detection,
transcriptome assembly, and expression quantification establish what RNA-seq reads or patterns
we expect to observe. The unexplained RNA-seq reads or patterns locate the errors of inferred
transcript sequences or expression on a fine scale. For example, if the discordant alignments
concentrate on one transcript, the pattern indicates that the sequence of this transcript is likely
erroneous but the sequences of other transcripts are likely correct. Knowing what the errors are
and how they are made is fundamental for method improvements. Anomaly detection in RNA-
seq can also be viewed as an evaluation of transcript sequences and expression: it gives assurance
to further analyses that are based on the sequences and expression without anomaly patterns.

In this dissertation, we focus on two types of anomalous patterns in RNA-seq: unexplained
discordant RNA-seq alignments, and unexplained coverages along each transcript. Seeking to
explain the discordant RNA-seq alignments, we expanded the detection of large-scale sequence
variants in transcripts, also called transcriptomic structural variants or TSVs. Identifying and
explaining the unexpected coverage patterns leads to an improvement on the expression estimates
for a subset of transcripts.

For the discordant RNA-seq reads, we developed a method to identify TSVs to explain them.
Our detection includes both fusion-gene TSVs and a new type of TSVs, called non-fusion-gene
TSVs, that involve previously non-transcribing regions into the sequence merge. We derived a
novel problem formulation with specially designed pre-processing steps for distinguishing the
discordant alignments that are caused by both types of TSVs and caused by sequencing or align-
ment errors. Our formulation reduces the dependence on gene annotation but emphasizes the
features of graphs that are used to represent RNA-seq alignments. The core problem models
RNA-seq alignments as graph edges between the segmented genomic regions and seeks to find
a rearrangement of the genomic regions that explains the maximum number of RNA-seq reads.
Unifying both concordant and discordant reads contributes to the detection accuracy, especially
in the case where there is a lack of annotation information of non-transcribing sequences. We
further extended the rearrangement formulation to allow multiple rearrangements to handle the
allele heterogeneity scenario. The details of this aim are in Chapter 2.

For the unexplained coverage patterns, we developed a method to identify the transcripts for
which the observed read coverage significantly violates the read generation model considering
sequence, GC, and positional biases. The abnormal coverage patterns indicate quantification in-
accuracy of the corresponding transcript. Focusing on the transcripts with the abnormal coverage
pattern, we designed a procedure to re-quantify the subset of transcripts with better consistency
between the re-quantified coverage and the read generation model. Using full-length transcript
sequencing data, we observed that around 23%–32% of abnormal coverage patterns can be ex-
plained by the unannotated transcripts that are absent in the gene annotation. We further analyzed
whether the abnormal coverage patterns can be used to predict the functional efficiency of tran-
scription factors. We observed that the abnormal coverages can be used as functional indicators
of certain transcription factors can explain a proportion of the expression variance of their regu-
lated genes. See Chapter 3 for details.
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Chapter 2

Detecting transcriptomic structural
variations

Large-scale transcriptome sequence changes, or transcriptomic structural variants (TSVs), are
usually caused by genomic structural variants (SVs) and are known to be associated with certain
cancer types [104, 148]. The large-scale sequence changes are represented by the concatenation
between two regions under a certain orientation, which is a result in various genomic SVs includ-
ing deletion, duplication, inversion, and translocation. Sequence change of expressed transcripts
may further lead to fused or broken protein sequences or altered protein abundances, thus leading
to malfunction of the cell. For example, BCR-ABL1 is a well-known fusion oncogene for chronic
myeloid leukemia [32], and the TMPRSS2-ERG fusion product leads to over-expression of ERG
and helps triggers prostate cancer [152]. TSVs are used as biomakers for early diagnosis or
treatment targets [163]. Accurately identifying TSVs from RNA-seq data benefits such disease
studies and biomaker developments.

Genomic SVs are typically detected from whole-genome sequencing (WGS) data and several
computational methods are designed for this task [21, 62, 74, 122, 124, 179]. Genomic SVs are
closely related to TSVs but the alterations in transcript sequences (such as splice junctions) can-
not be determined exactly from genomic SVs. These WGS-based genomic SV detection meth-
ods share a fundamental principle with TSV detection from RNA-seq data, which is to identify
aligned reads that are inconsistent with the sequencing library preparation. Such alignments are
called discordant alignments. However, WGS and RNA-seq data have different features to take
into account: RNA-seq is coupled by alternative splicing and expression of transcripts and thus
the coverage variance is large; WGS has relatively consistent coverage along the whole genome
and thus the breaks in genome and the concatenations need to be considered together.

When the TSV is a concatenation between two transcript sequences, the TSV is also known
as a fusion gene. Fusion-gene detection is the focus of previous TSV detection studies [11, 29,
64, 66, 102, 110, 149, 153, 176]. Some of the fusion-gene detection methods depend on de novo
transcript assembly [48, 130, 134, 171] followed by transcript-to-genome alignment [71, 169,
175]. In general, these methods rely heavily on current gene annotations: RNA-seq reads are
filtered out if they are aligned in intergenic regions, pseudo-genes, paralog gene families, and so
on.

However, not all discordant RNA-seq alignments support fusion-genes, and particularly, the

11



alignments may not be within gene regions. Fusion-gene TSVs are only a subset of TSVs because
genomic SVs may not necessarily fuse a pair of genes, and the gene annotation is not guaranteed
to be correct and complete. TSVs can also affect genes by causing a previously non-transcribed
region to be incorporated into a gene, which we refer to as non-fusion-gene TSVs. This type
of TSV can also alter downstream RNA and protein structure in a similar way as fusion-gene
TSVs. We aim to explain the discordant RNA-seq reads that cannot be explained by fusion-
genes by identifying the fusions involving intergenic or intronic sequences or attributing them to
sequencing or alignment errors.

This chapter describes the problem formulation and solution to identify both fusion-gene
and non-fusion-gene TSVs. The core TSV detection algorithm is a combinatorial problem
of rearranging genome segments to maximally explain RNA-seq reads. The method was first
introduced under the allele homogeneity assumption and we called it SQUID. SQUID was
published in Genome Biology [98] and the code is available at https://github.com/
Kingsford-Group/squid. It was a joint work with Mingfu Shao and Carl Kingsford.
We explain the model and integer linear programming (ILP) solution in Section 2.1. We then
relaxed the assumption and generalize the problem to handle heterogeneous alleles in Sec-
tion 2.2. This work, accepted in the Workship on Algorithms in Bioinformatics (WABI) in
2019 and later published in Algorithms in Molecular Biology (AMB) [121], was joint with Yu-
tong Qiu, Han Xie, and Carl Kingsford. The code is available at https://github.com/
Kingsford-Group/diploidsquid.

2.1 SQUID: Transcriptomic structural variation detection from
RNA-seq

We propose a method, SQUID, to predict TSVs from RNA-seq alignments to the genome (Fig-
ure 2.1 provides an overview). To do this, it seeks to rearrange the reference genome to make as
many of the observed alignments consistent with the rearranged genome as possible. Formally,
SQUID constructs a graph from the alignments where the nodes represent boundaries of genome
segments and the edges represent adjacencies implied by the alignments. These edges represent
both concordant and discordant alignments, where concordant alignments are those consistent
with the reference genome and discordant alignments are those that are not. SQUID then uses a
novel integer linear program (Section 2.2.5) to order and orient the vertices of the graph to make
as many edges consistent as possible. Adjacencies that are present in this rearranged genome
but not present in the original reference are proposed as predicted TSVs. The identification
of concordant and discordant alignments (Section 2.1.3), construction of the genome segments
(Section 2.1.4), creation of the graph, and the reordering objective function (Section 2.1.1) are
described in the Methods section.

2.1.1 The computational problem: rearrangement of genome segments

We formulate the TSV detection problem as the optimization problem of rearranging genome
segments to maximize the number of observed reads that are consistent (termed concordant)
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Figure 2.1: Overview of the SQUID algorithm. Based on the alignments of RNA-seq reads to
the reference genome, (step 1) SQUID partitions the genome into segments, (step 2) connects
the endpoints of the segments to indicate the actual adjacency in transcript, and finally (step 3)
reorders the endpoints along the most reliable path. Thick black lines are genome sequences or
segments. Grey, red and cyan short lines are read alignments, where grey represents concordant
alignment, red and cyan represent discordant alignments of different candidate TSVs. Vertical
dashed lines are the separation boundaries between genome segments, and the boundaries are
derived based on read alignments. The heads of genome segments are denoted by As, Bs, etc.,
and the tails are denoted by At, Bt, etc. (step 2) Each read alignment generates one edge be-
tween segment endpoints. The edge is added in the following way: when traversing the genome
segments along the edge to generate a new sequence, the read can be aligned concordantly onto
the new sequence. Multi-edges are collapsed into one weighted edge, where the weight is the
number of reads supporting that edge. Red and cyan edges correspond to different candidate
TSVs. (step 3) Genome segments are reordered and reoriented to maximize the total number
of concordant alignments (concordant edge weights) with respect to the new sequence. (step 4)
Discordant edges that are concordant after rearrangement are output as TSVs (in this case, both
red edges and cyan edges are output).
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with the rearranged genome. This approach requires defining the genome segments that can be
independently rearranged. It also requires defining which reads are consistent with a particular
arrangement of the segments. We will encode both of these (segments and read consistency)
within a Genome Segment Graph (GSG). See Figure 2.2 as an example.

1h 1t 2h 2t 3h 3t 4h 4t 5h 5t

Figure 2.2: Example of genome segment graph. Boxes are genome segments, each of which has
two ends subscripted by h and t. The color gradient indicates the orientation from head to tail.
Edges connect ends of genome segments.

Definition 1 (Segment). A segment is a pair s = (sh, st), where s represents a continuous
sequence in reference genome and sh represents its head and st represents its tail in refer-
ence genome coordinates. In practice, segments will be derived from the read locations (Sec-
tion 2.1.4).
Definition 2 (Genome Segment Graph (GSG)). A genome segment graph G = (V,E,w) is an
undirected weighted graph, where V contains both endpoints of each segment in a set of segments
S, i.e., V = {sh : s ∈ S} ∪ {st : s ∈ S}. Thus, each vertex in the GSG represents a location
in the genome. An edge (u, v) ∈ E indicates that there is evidence that the location u is in fact
adjacent to location v. The weight function, w : E −→ R+, represents the reliability of an edge.
Generally speaking, the weight is the number of read alignments supporting the edge, but we
allow a multiplier to calculate edge weight which will be discussed below. In practice, E and w
will be derived from split-aligned and paired-end reads (Section 2.1.5).

Defining vertices by endpoints of segments is required to avoid ambiguity. Only knowing
that segment i is connected with segment j is not enough to recover the sequence, since different
relative positions of i and j spell out different sequences. Instead, for example, an edge (it, jh)
indicates that the tail of segment i is connected head of segment j, and this specifies a unique
desired local sequence with only another possibility of the reverse complement (i.e. it could be
that the true sequence is i · j or rev(j) · rev(i); here · indicates concatenation and rev(i) is the
reverse complement of segment i).

The GSG is similar to the breakpoint graph [7] but with critical differences. A breakpoint
graph has edges representing both connections in reference genome and in target genome. While
edges in the GSG only represents the target genome, and they can be either concordant or dis-
cordant. In addition, the GSG does not require that the degree of every vertex is two, and thus
alternative splicing and erroneous edges can exist in the GSG.

Our goal is to reorder and reorient the segments in S so that as many edges in G are compat-
ible with the rearranged genome as possible.
Definition 3 (Permutation). A permutation π on a set of segments S projects a segment in S to a
set of integers from 1 to |S| (the size of S) representing the indices of the segments in an ordering
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of S. In other words, each permutation π defines a new order of segments in S.
Definition 4 (Orientation Function). An orientation function f maps both ends of segments to 0
or 1:

f : {sh : s ∈ S} ∪ {st : s ∈ S} −→ {0, 1}
subject to f(sh) + f(st) = 1 for all s = (sh, st) ∈ S. An orientation function specifies the
orientations of all segments in S. Specifically, f(sh) = 1 means sh goes first and st next,
corresponding to the forward strand of the segment, and f(st) = 1 corresponds to the reverse
strand of the segment.

With a permutation π and an orientation function f , the exact and unique sequence of genome
is determined. The reference genome also corresponds to a permutation and an orientation func-
tion, where the permutation is the identity permutation, and the orientation function maps all sh
to 1 and all st to 0.
Definition 5 (Edge Compatibility). Given a set of segments S, a genome segment graph G =
(V,E,w), a permutation π on S, and an orientation function f , an edge e = (ui, vj) ∈ E, where
ui ∈ {uh, ut} and vj ∈ {vh, vt}, is compatible with permutation π and orientation f if and only
if

1− f(vj) = 1[π(v) < π(u)] = f(ui) (2.1)

where 1[x] is the indicator function that is 1 if x is true and 0 otherwise. Comparison between
permuted elements is defined as comparing their index in permutation, that is, π(v) < π(u)
states that segment v is in front of segment u in rearrangement π. We write e ∼ (π, f) if e is
compatible with π and f .

The above two edge compatibility equations (2.1) require that, in order for an edge to be
compatible with the rearranged and reoriented sequence determined by π and f , the edge needs
to connect the right side of the segment in front to the left side of segment following it. As
we will see in Section 2.1.5, edges of GSG are derived from reads alignments. An edge being
compatible with π and f is essentially equivalent to the statement that the corresponding read
alignments are concordant (Section 2.1.3) with respect to the target genome determined by π and
f . When (π, f) is clear, we refer to edges that are compatible as concordant edges, and edges
that are incompatible as discordant edges.

With the above definitions, we formulate an optimization problem as follows:
Problem 1. Input: A set of segments S and a GSG G = (V,E,w).
Output: Permutation π on S and orientation function f that maximizes:

max
π,f

∑
e∈E

w(e) · 1[e ∼ (π, f)] (2.2)

This objective function tries to find a rearrangement of genome segments (π, f), such that
when aligning reads to the rearranged sequence, as many reads as possible will be aligned concor-
dantly. This objective function includes both concordant alignments and discordant alignments
and sets them in competition, which will be effective in reducing false positives when tumor
transcripts out-number normal transcripts. There is the possibility that some rearranged tumor
transcripts are out-numbered by normal counterparts. In order to be able to detect TSV in this
case, depending on the setting, we may weight discordant read alignments more than concordant
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read alignments. Specifically, for each discordant edge e, we multiply the weight w(e) by a con-
stant α, which represents our estimate of the ratio of normal transcripts over tumor counterparts.

The final TSVs are modeled as pairs of breakpoints. Denote the permutation and orientation
corresponding to an optimally rearranged genome as (π∗, f ∗) and those that correspond to refer-
ence genome as (π0, f0). An edge e can be predicted as a TSV if e ∼ (π∗, f ∗) and e � (π0, f0).

2.1.2 Integer linear programming formulation
We use integer linear programming (ILP) to compute an optimal solution (π∗, f ∗) of Problem 1.
To do this, we introduce the following boolean variables:
• xe: xe = 1 if edge e ∼ (π∗, f ∗), and xe = 0 if not.
• zuv: zuv = 1 if segment u is before v in the permutation π∗, and 0 otherwise.
• yu: yu = 1 if f ∗(uh) = 1 for segment u.

With this representation, the objective function can be rewritten as

max
xe,yu,zuv

w(e) · xe (2.3)

We add constraints to the ILP derived from edge compatibility equations (2.1). Without loss
of generality, we first suppose segment u is in front of v in the reference genome, and edge e
connects ut and vh (which is a tail-head connection). Plugging in ut, the first equation in (2.1)
is equivalent to 1 − 1[π(u) > π(v)] = 1 − f(ut) and can be rewritten as 1[π(u) < π(v)] =
f(uh) = yu. Note that 1[π(u) < π(v)] has the same meaning as zuv; it leads to the constraint
zuv = yu. Similarly, the second equation in (2.1) indicates zuv = yv. Therefore, xe can only
reach 1 when yu = yv = zuv. This is equivalent to the inequalities (2.4) below. Analogously,
we can write constraints for other three types of edge connections: tail-tail connections impose
inequalities (2.5); head-head connections impose inequalities (2.6); head-tail connections impose
inequalities (2.7):

xe ≤ yu − yv + 1

xe ≤ yv − yu + 1

xe ≤ yu − zuv + 1

xe ≤ zuv − yu + 1

(2.4)

xe ≤ yu − (1− yv) + 1

xe ≤ (1− yv)− yu + 1

xe ≤ yu − zuv + 1

xe ≤ zuv − yu + 1

(2.5)

xe ≤ (1− yu)− yv + 1

xe ≤ yv − (1− yu) + 1

xe ≤ (1− yu)− zuv + 1

xe ≤ zuv − (1− yu) + 1

(2.6)

xe ≤ (1− yu)− (1− yv) + 1

xe ≤ (1− yv)− (1− yu) + 1

xe ≤ (1− yu)− zuv + 1

xe ≤ zuv − (1− yu) + 1

(2.7)

We also add constraints to enforce that zuv forms a valid topological ordering. For each pair
of nodes u and v, one must be in front of other, that is zuv + zvu = 1. In addition, for each triple
of nodes, u, v and w, they cannot be all in front of another; one must be at the beginning of these
three and one must be at the end. Therefore we add 1 ≤ zuv + zvw + zwu ≤ 2.
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Solving an ILP in theory takes exponential time, but in practice, solving the above ILP to
rearrange genome segments is very efficient. The key is that we can solve for each connected
component separately. Because the objective maximizes the sum of compatible edge weights,
the best rearrangement of one connected component is independent from the rearrangement of
another because by definition there are no edges between connected components.

2.1.3 Concordant and discordant alignments
Discordant alignments are alignments of reads that contradict library preparation in sequencing.
Here the alignments are with respect to the genome instead of transcriptome. Aligning RNA-seq
reads to both known transcribing sequences and non-transcribing sequences allows the detection
of the non-fusion-gene TSVs. Concordant alignments are alignments of reads that agree with
the library preparation. Take Illumina sequencing as an example. In order for a paired-end
read alignment to be concordant, one end should be aligned to the forward strand and the other
to the reverse strand, and the forward strand aligning position should be in front of the reverse
strand aligning position (Figure 2.3a). Concordant alignment traditionally used in whole genome
sequencing (WGS) also requires that a read cannot be split and aligned to different locations.
But these requirements are invalid in RNA-seq alignments because alignments of reads can be
separated by an intron with unknown length.

We define concordance criteria separately for split-alignment and paired-end alignment. If
one end of a paired-end read is split into several parts and each part is aligned to a loca-
tion, the end has split-alignments. Denote the vector of the split alignments of an end to be
R = [A1, A2, · · · , Ar] (r depends on the number of splits). Each alignment R[i] = Ai is com-
prised of 4 components: chromosome (Chr), alignment starting position (Spos), alignment end-
ing position, and orientation (Ori, with value either + or −). We require that the alignments Ai
are sorted by their position in the read. A split-aligned end R = [A1, A2, · · · , Ar] is concordant
if all the following conditions hold:

Ai.Chr = Aj.Chr ∀i,∀j
Ai.Ori = Aj.Ori ∀i,∀j
Ai.Spos < Aj.Spos if Ai.Ori = + for all i < j

Ai.Spos > Aj.Spos if Ai.Ori = − for all i < j

(2.8)

If the end is not split, but continuously aligned, the alignment automatically satisfies equa-
tion (2.8). Denote the alignments of R’s mate as M = [B1, B2, · · · , Bm]. An alignment of
the paired-end read is concordant if the following conditions all hold:

Ai.Chr = Bj.Chr ∀i, ∀j
Ai.Ori 6= Bj.Ori ∀i, ∀j
A1.Spos < Bm.Spos if A1.Ori = +

Am.Spos > B1.Spos if A1.Ori = −

(2.9)

We only require the left-most split of the forward read R be in front of the left-most split of the
reverse readM since the two ends in a read pair may overlap. In order for a paired-end read to be
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concordant, each end should satisfy split-read alignment concordance (2.8), and the pair should
satisfy paired-end alignment concordance (2.9).

2.1.4 Splitting the genome into segments S

We use a set of breakpoints to partition the genome. The set of breakpoints contains two types
of positions: (1) the start position and end position of each interval of overlapping discordant
alignments, (2) an arbitrary position in each 0-coverage region.

Ideally, both ends of a discordant read should be located in separate segments, otherwise,
a discordant read contained in a single segment will always be discordant no matter how the
segments are rearranged. Assuming discordant read alignments of each TSV pile up around the
breakpoints and do not overlap with discordant alignments of other TSVs, we set a breakpoint
on the start and end positions of each contiguous interval of overlapping discordant alignments.

For each segment that contains discordant read alignments, it may also contain concordant
alignments that connect the segment to its adjacent segments. To avoid having all segments in
GSG connected to their adjacent segments and thus creating one big connected component, we
pick the starting point of each 0-coverage region as a breakpoint. By adding those breakpoints,
different genes will be in separate connected components unless some discordant reads support
their connection. Overall, the size of each connected component is not very large: the number of
nodes generated by each gene is approximately the number of exons located in them and these
gene subgraphs are connected only when there is a potential TSV between them.

2.1.5 Defining edges and filtering obvious false positives

In a GSG, an edge is added between two vertices when there are reads supporting the connec-
tion. For each read spanning different segments, we build an edge such that when traversing
the segments along the edge, the read is concordant with the new sequence (equations (2.8) and
(2.9)). Examples of deriving an edge from a read alignment are given in Figure 2.3. In this way,
concordance of an alignment and compatibility of an edge with respect to a genome sequence
are equivalent.

The weight of a concordant edge is the number of read alignments supporting the connection,
while the weight of a discordant edge is the number of supporting alignments multiplied by
discordant edge weight coefficient α. The discordant edge weight coefficient α represents the
normal/tumor cell ratio (for full table of SQUID parameters, see Appendix Table 2.2). In the case
where normal transcripts dominate tumor transcripts, α enlarges the discordant edge weights, and
helps to satisfy the discordant edges in the rearrangement of ILP.

We filter out obvious false positive edges in order to reduce both the ILP computation time
and the mistakes after the ILP. Edges with very low read support are likely to be a result of
alignment error, therefore we filter out edges with weight lower than a threshold θ. Segments
with too many connections to other regions are likely to have low mappability, so we also filter
out segments connecting to more than γ other segments. The parameters α, θ, and γ are the
most important user-defined parameters to SQUID (Appendix Table 2.2, Appendix Figure 2.8,
Appendix Figure 2.9). An interleaving structure of exons from different regions (different genes)
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(a) Paired-end Reads from Target Genome

target u · · · v

(b) Concordant Alignment
tail-head connection, concordant edge

reference u · · · v

edge u · · · v
w(e)

(c) Inversion
tail-tail connection, discordant edge

reference u · · · rev(v)

edge u · · · rev(v)

w(e)

(d) Inversion
head-head connection, discordant edge

reference rev(u) · · · v

edge rev(u) · · · v

w(e)

(e) Duplications/transpositions
head-tail connection, discordant edge

reference v · · · u

edge v · · · u

w(e)

Figure 2.3: Constructing edges from alignment. (A) Read positions and orientations generated
from the target genome. (B) If the reference genome does not have rearrangements, the read
should be concordantly aligned to reference genome. An edge is added to connect the right end
of u to the left end of v. Traversing the two segments along the edge reads out u · v, which is
the same as reference. (C) Both ends of the read align to forward strand. An edge is added to
connect the right end of u to the right end of rev(v). Traversing the segments along the edge
reads out sequence u · rev(rev(v)) = u · v, which recovers the target sequence and the read
can be concordantly aligned to. (D) If both ends align to the reverse strand, an edge is added to
connect the left end of front segment to the left end of back segment. (E) If two ends of a read
point out of each other, an edge is added to connect the left end of front segment to the right end
of back segment.
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seems more likely to be a result of sequencing or alignment error rather than structural variation.
Thus, we filter the interleaving edges between two such groups of segments.

2.1.6 Identifying TSV breakpoint locations

Edges that are discordant in the reference genome indicate potential rearrangements in tran-
scripts. Among those edges, some are compatible with the permutation and orientation from
ILP. These edges are taken to be the predicted TSVs. For each edge that is discordant initially
but compatible with the optimal rearrangement found by the ILP, we examine the discordant read
alignments to determine the exact breakpoint located within related segments. Specifically, for
each end of a discordant alignment, if there are 2 other read alignments that start or end in the
same position and support the same edge, then the end of the discordant alignment is predicted
to be the exact TSV breakpoint. Otherwise, the boundary of the corresponding segment will be
output as the exact TSV breakpoint.

2.1.7 Results: SQUID is accurate on simulated data

We validate the accuracy of the above proposed TSV detection method, SQUID, using both sim-
ulated RNA-seq datasets and real-world RNA-seq datasets. The section is structured as follows:
We first describe the procedure of RNA-seq data simulation, and then show the comparison be-
tween SQUID and SV detection methods (originally designed for whole genome sequencing
data) based on the simulated RNA-seq data. We further evaluate the accuracy of SQUID on
previous studied breast cancer cell lines and compare with previous fusion-gene detection meth-
ods. Finally we apply SQUID on the RNA-seq samples of four cancer types in The Cancer
Genome Atlas (TCGA, https://cancergenome.nih.gov), and describe the summary
of detected TSVs across the four cancer types as well as explain example TSVs related to known
cancer genes.

Simulation methodology

Simulations with randomly added structural variations and simulated RNA-seq reads were used
to evaluate SQUID’s performance in situations with a known correct answer. RSVsim [9] was
used to simulate SV on the human genome (Ensembl 87 or hg38) [174]. We use the 5 longest
chromosomes for simulation (chromosome 1 to chromosome 5). RSVsim introduces 5 different
types of SVs: deletion, inversion, insertion, duplication, and inter-chromosomal translocation.
To vary the complexity of the resulting inference problem, we simulated genomes with 200 SVs
of each type, 500 SVs of each type, and 800 SVs of each type. We generated 4 replicates for each
level of SV complexity (200, 500, 800). For inter-chromosomal translocations, we only simulate
2 events because only 5 chromosomes were used.

In the simulated genome with SVs, the original gene annotations are not applicable, and we
cannot simulate gene expression from the rearranged genome. Therefore, for testing purposes,
we interchange the role of the reference (hg38) and rearranged genome, and use the new genome
as the reference genome for alignment, and hg38 with the original annotated gene positions as
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the target genome for sequencing. Flux Simulator [50] was used to simulate RNA-seq reads from
the hg38 genome using the Ensembl annotation version 87 [2].

After simulating SVs on genome, we need to transform the SVs into a set of TSVs, because
not all SVs affect transcriptome, and thus not all SVs can be detected by RNA-seq. To derive the
list of TSVs, we compare the positions of simulated SVs with the gene annotation. If a gene is
affected by an SV, some adjacent nucleotides in the corresponding transcript may be located far
part in the RSVsim-generated genome. The adjacent nucleotides can be consecutive nucleotides
inside an exon if the breakpoint breaks the exon, or the end points of two adjacent exons if the
breakpoint hits the intron. So for each SV that hits a gene, we find the pair of nucleotides that are
adjacent in transcript and separated by the breakpoints, and convert them into the coordinates of
the RSVsim-generated genome, thus deriving the TSV.

We compare SQUID to the pipeline of de novo transcriptome assembly and transcript-to-
genome alignment. We also use the same set of simulations to test whether existing WGS-based
SV detection methods can be directly applied to RNA-seq data. For the de novo transcriptome
assembly and transcript-to-genome alignment pipeline, we use all combinations of the existing
software Trinity [48], Trans-ABySS [130], GMAP [169] and MUMmer3 [71]. For WGS-based
SV detection methods, we test LUMPY [74] and DELLY2 [124]. We test both STAR [34] and
SpeedSeq [23] (which is based on BWA-MEM [81]) to align RNA-seq reads to the genome.
LUMPY is only compatible with SpeedSeq output, so we do not test it with STAR alignments.

Validating TSV detection of SQUID in simulated data

Overall, SQUID’s predictions of TSVs are far more precise than other approaches at similar
sensitivity on simulated data (Section 2.1.7). SQUID achieves 60% to 80% percent precision
and about 50% percent sensitivity on simulation data (Figure 2.4A, 2.4B). SQUID’s precision is
> 20% higher than several de novo transcriptome assembly and transcript-to-genome alignment
pipelines (for details see Section 2.1.12), and the precision of WGS-based SV detection methods
on RNA-seq data is even lower. The sensitivity of SQUID is similar to de novo assembly with
MUMmer3 [71], but a little lower than DELLY2 [124] and LUMPY [74] with SpeedSeq [23]
aligner. The overall sensitivity is not as high as precision, which is probably because there are
not enough supporting reads aligned correctly to some TSV breakpoints. The fact that assembly
and WGS-based SV detection methods achieve similar sensitivity corroborates the hypothesis
that it is the data limiting the achievable sensitivity.

We test SQUID’s robustness to various parameter choices of SQUID itself (Section 2.1.5,
Appendix Table 2.2). SQUID is robust against different values of the segment degree threshold
(Appendix Figure 2.8A – B), which filters edges from segments that are connected to too many
other segements. Another parameter, the edge weight threshold, is equivalent to the read support
threshold in other structural variation detection software. It controls the precision-sensitivity
tradeoff (Appendix Figure 2.8C – D). The discordant edge weight coefficient, which up-weights
initially discordant reads to compensate for heterogenous mixtures, does not affect precision or
sensitivity in simulation data because simulated reads are homogeneous, and there is no need to
adjust for normal/tumor cell ratio (Appendix Figure 2.8E – F).

We also test the robustness of SQUID against different RNA-seq experimental settings.
Specifically, we simulate RNA-seq data with read length 51 bp, 76 bp and 100 bp combined
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Figure 2.4: Performance of SQUID and other methods on simulation data. (A, B) Different num-
ber of SVs (200, 500, 800 SVs) are simulated in each dataset. Each simulated read is aligned with
both (A) STAR and (B) SpeedSeq aligner. If the method allows for user-defined minimum read
support for prediction, we vary the threshold from 3 to 9, and plot a sensitivity-precision curve
(SQUID and LUMPY), otherwise it is shown as a single point. (C, D) Performance of SQUID
under different RNA-seq experimental parameter combinations (read length of 51bp, 76bp and
100bp combined with fragment length of 250 and 350). Longer read length increases both preci-
sion and sensitivity of SQUID. Longer fragment length slightly decreases SQUID’s performance.
Short read length with long fragment length leads to the worst precision and sensitivity.
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with fragment length 250 bp and 350 bp (Figure 2.4C, 2.4D). Each experimental setting has 4
replicates. With increased read length, SQUID in general performs better in both precision and
sensitivity (although there are a few exceptions where randomness of simulation shadows the
benefit from longer read length). However, with increased fragment length, SQUID performs
slightly worse. In this case, there are fewer reads aligned at the exact breakpoint, possibly due to
an increase in split-alignment difficulty for aligners. Short read length (51 bp) with long fragment
length (350 bp) leads to the worst precision and sensitivity.

The low precision of the pipeline- and WGS-based methods (Figure 2.4) shows neither of
these types of approaches are suitable for TSV detection from RNA-seq data. WGS-based
SV detection methods are able to detect TSV signals, but not able to filter out false positives.
Assembly-based approaches require solving the transcriptome assembly problem which is a
harder and more time-consuming problem, and thus errors are more easily introduced. Fur-
ther, the performance of assembly pipelines depends heavily on the choice of software — for
example, MUMmer3 [71] is better at discordantly aligning transcripts than GMAP [169]. Dis-
sect [175] is another transcript-to-genome alignment method that is designed for the case where
SVs exist. (Unfortunately, Dissect did not run to completion on the some of the dataset tested
here.) It is possible that different combinations of de novo transcript assembly and transcript-to-
genome alignment tools can improve the accuracy of the pipelines, but optimizing the pipeline
is out of scope of this work.

SQUID’s effectiveness is likely due to its unified model of both concordant reads and discor-
dant reads. Coverage in RNA-seq alignment is generally proportional to the expression level of
the transcript, and using one read count threshold for TSV evidence is not appropriate. Instead,
the ILP in SQUID puts concordant and discordant alignments into competition and selects the
winner as the most reliable TSVs.

2.1.8 Results: SQUID is able to detect non-fusion-gene TSV on two previ-
ously studied cell lines

Fusion gene events are a strict subset of TSVs where the two breakpoints are each within a gene
region and the fused sequence corresponds to the sense strand of both genes. Fusion genes thus
exclude TSV events where a gene region is fused with a intergenic region or an anti-sense strand
of another gene. Nevertheless, fusion genes have been implicated (likely because of available
methods to detect them) in playing a role in cancer.

To probe SQUID’s ability to detect both fusion-gene and non-fusion-gene TSVs from real
data, we use two cell lines, HCC1954 and HCC1395, both of which are tumor epithelial cells
derived from breast. Previous studies have experimentally validated predicted SVs and fusion
gene events for these two cell lines. Specifically, we compile results from Bignell et al. [13],
Galante et al. [40], Stephens et al. [146], Zhao et al. [177] and Robinson et al. [131] for HCC1954,
and results from Stephens et al. [146] and Zhang et al. [176] for HCC1395. After removing short
deletions and overlapping structural variations among different studies, we have 326 validated
structural variations for the HCC1954 cell line, of which 245 of them have at least one breakpoint
outside a gene region, and the rest (81) have both breakpoints within gene region; we have 256
validated true structural variations for the HCC1395 cell line, of which 94 have at least one
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breakpoint outside a gene region, while the rest (162) have both breakpoints within gene. For
a predicted structural variation to be true positive, both predicted breakpoints should be within
a window of 30kb of true breakpoints and the predicted orientation should agree with the true
orientation. We use a relatively large window since the true breakpoints can be located within an
intron or other non-transcribed region, while the observed breakpoint from RNA-seq reads will
be at a nearby coding or expressed region.

We use publicly available RNA-seq data from the NIH Sequencing Read Archive (SRA ac-
cessions: SRR2532344 and SRR925710 for HCC1954, SRR2532336 for HCC1395). Because
the data are from a pool of experiments, the sample from which RNA-seq was collected may be
different from those used for experimental validation. We align reads to the reference genome
using STAR. We compare the result with the top fusion-gene detection tools evaluated in Liu
et al. [91] and newer software not evaluated by Liu et al. [91], specifically, SOAPfuse [66],
deFuse [102], FusionCatcher [110], JAFFA [29] and INTEGRATE [176]. In addition, we com-
pare to the same pipeline of de novo transcriptome assembly and transcript-to-genome alignment
as in previous section (also see Section 2.1.12). Trans-ABySS [130] is chosen for the de novo
transcriptome assembly, and MUMMER3 [71] is chosen for transcript-to-genome alignment, be-
cause this combination has the best performance in simulation data. Table 2.1 summarizes the
total number of predicted TSVs, and the number of TSVs corresponding to previously validated
TSVs (hits). The full TSV predictions by SQUID on the two cell lines can be downloaded from
https://doi.org/10.5281/zenodo.4048493.

After aligning the RNA-seq reads to the genome, the number of chimeric alignments are
around twice the number of chimeric alignments when aligned to the transcriptome (2.13 times
for HCC1954 sample, and 1.79 times for HCC1395 sample). Thus, many more chimeric RNA-
seq alignments are included in TSV detection by considering the non-transcribing regions. De-
spite that not all chimeric alignments are caused by TSVs, including more chimeric alignments
potentially expand the TSVs that can be detected.

When restricted to fusion gene events, SQUID achieves similar precision and sensitivity com-
pared to fusion gene detection tools (Figure 2.5A). These methods have different rankings on the
two cell lines. There is no uniformly best method for fusion-gene TSV predictions on both
cell lines. SQUID ranks as one of the highest precision and second-to-the-highest sensitivity on
HCC1954 cell line and ranks in the middle on the HCC1395 cell line. On both cell lines, the
pipeline of de novo transcriptome assembly and transcript-to-genome alignment has very low
precision, which suggests that without filtering steps assembly-based methods are not able to
distinguish between noise and true TSVs.

It is even harder to predict non-fusion-gene TSVs accurately, since current annotations cannot
be used to limit the search space for potential read alignments or TSV events. Only SQUID,
deFuse, and the pipeline of de novo transcriptome assembly and transcript-to-genome alignment
are able to detect non-fusion-gene events. SQUID has both a higher precision and a higher
sensitivity compared to deFuse (Figure 2.5B). The assembly pipeline has a higher sensitivity but
very low precision, which again indicates that this pipeline outputs non-fusion-gene TSV signals
without distinguishing them from noise. A considerable proportion of validated TSVs are non-
fusion-gene TSVs: correctly predicted non-fusion-gene TSVs make up almost half of all correct
predictions of SQUID (Figure 2.5C).

We test the robustness of SQUID with respect to different parameter values on the two cell
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Table 2.1: Summary of TSV predictions on HCC1954 and HCC1395 cell lines.

Method SQUID FusionCatcher JAFFA deFuse

HCC1954

fusion-gene predictions 46 54 67 95
fusion-gene hits 7 5 4 12
non-fusion-gene predictions 46 0 0 83
non-fusion-gene hits 7 0 0 5

HCC1395

fusion-gene predictions 44 42 44 110
fusion-gene hits 11 11 16 15
non-fusion-gene predictions 57 0 0 121
non-fusion-gene hits 9 0 0 7

Method INTEGRATE SOAPfuse Pipeline

HCC1954

fusion-gene predictions 67 177 2118
fusion-gene hits 10 5 4
non-fusion-gene predictions 0 0 1080
non-fusion-gene hits 0 0 11

HCC1395

fusion-gene predictions 61 185 2413
fusion-gene hits 16 19 23
non-fusion-gene predictions 0 0 1185
non-fusion-gene hits 0 0 8
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Figure 2.5: Performance of SQUID and fusion gene detection methods on breast cancer cell lines
HCC1954 and HCC1395. Predictions are evaluated by previously validated SVs and fusions.
(A) Fusion-gene prediction sensitivity-precision curve of different methods. (B) Non-fusion-
gene prediction sensitivity-precision curve. Only SQUID, deFuse, and the pipeline of de novo
transcriptome assembly and transcript-to-genome alignment are able to predict non-fusion-gene
TSVs. (C) Number of correctly predicted fusion-gene TSVs and non-fusion-gene TSVs from
SQUID. Non-fusion-gene TSVs makes up a considerable proportion of all TSVs.
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lines (Appendix Figure 2.9). We find the same trend regarding the segment degree threshold and
the edge weight threshold as with simulated data: the segment degree threshold does not affect
either precision or sensitivity much, and the edge weight threshold determines the precision-
sensitivity tradeoff. The discordant edge weight coefficient does not change the sensitivity on the
HCC1954 cell line, possibly indicating the sequencing data is relatively homogeneous. As this
parameter increases, precision on HCC1954 cell line slightly decreases because more TSVs are
predicted. In contrast, increase of discordant edge weight coefficient increases both precision and
sensitivity of HCC1395 cell line. This implies that for some transcripts, normal reads dominate
tumor reads, and increasing this parameter allows us to identify those TSVs.

The sensitivity on both cell lines of all tested methods are relatively low. One explanation
for this is the difference between the source of the data used for prediction and validation. In
the ground truth, some SVs were first identified using WGS data or BAC end sequencing and
then validated experimentally. Not all genes are expressed in the RNA-seq data used here, and
lowly expressed genes may not generate reads spanning SV breakpoints due to read sampling
randomness. To quantify the feasibility of each SV being detected, we count the number of
supporting chimeric reads in RNA-seq alignments. The proportion of ground-truth fusion-gene
TSVs with supporting reads is very low for both cell lines: 26.5% for HCC1954 (13 out of
49), and 27.1% for HCC1395 (47 out of 173). The maximum sensitivity of fusion-gene TSV
prediction is limited by these numbers, which explains the relatively low sensitivity we observed.
For non-fusion-gene TSVs, only 13.0% in HCC1954 (36 out of 277) and 21.7% in HCC1395 (13
out of 83) can possibly be identified.

We use WGS data of the corresponding cell lines to validate the novel TSVs predicted by
SQUID (SRA accession number: ERP000265 for HCC1954, SRR892417 and SRR892296 for
HCC1395). For each TSV prediction, we extract a 25Kb sequence around both breakpoints and
concatenate them according to the predicted TSV orientation. We then map the WGS reads
against these junction sequences using SpeedSeq [23]. If a paired-end WGS read can only be
mapped concordantly to a junction sequence but not to the reference genome, that paired-end read
is marked as supporting the TSV. If at least 3 WGS reads support a TSV, the TSV is considered as
validated. With this approach, we are able to validate 40 more TSV predictions in HCC1395 cell
line, and 18 more TSV predictions in HCC1954 cell line. In total, the percentage of predicted
TSVs that can be validated either by previous studies or by WGS data is 57.7% for HCC1395
cell line and 35.2% for HCC1954 cell line. The WGS validation rate of HCC1954 cell line is
much lower than HCC1395 cell line, which can be explained by the relatively low read depth:
the read depth for HCC1954 WGS data is 7.6x, and that for HCC1395 WGS data is 22.7x.

2.1.9 Results: characterizing TSVs on four types of TCGA cancer samples
To compare the distributions and characteristics of TSVs among cancer types and between
TSV types, we applied SQUID on arbitrarily selected 99 to 101 tumor samples from TCGA
for each of four cancer types: breast invasive carcinoma (BRCA), bladder urothelial carcinoma
(BLCA), lung adenocarcinoma (LUAD), and prostate adenocarcinoma (PRAD). TCGA aliquot
barcodes of corresponding samples are can be downloaded from https://doi.org/10.
5281/zenodo.4048493. For data processing details see Section 2.1.12. Running time of
SQUID is less than 3 hours for the majority of the RNA-seq data we selected, and the maximum
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memory usage is around 4GB or 8GB (Appendix Figure 2.10).
To estimate the accuracy of SQUID’s prediction on selected TCGA samples, we use WGS

data of the same patients to validate TSV junctions. There are in total 72 WGS experiments
available for the 400 samples (20 BLCA, 10 BRCA, 31 LUAD, 11 PRAD). We use WGS in
the same approach to validate SQUID predictions as in the previous section. SQUID’s overall
validation rate is 88.21%, and this indicates that SQUID is quite accurate and reliable on TCGA
data.

We find that most samples have ≈ 18–23 TSVs including ≈ 3–4 non-fusion-gene TSVs
among all four cancer types (Figure 2.6A,B). BRCA has a larger tail of the distribution of TSV
counts, where more samples contain a larger number of TSVs. The same trend is observed when
restricted to non-fusion-gene TSVs.

Inter-chromosomal TSVs are more prevalent than intra-chromosomal TSVs for all cancer
types (Figure 2.6C), although this difference is much more pronounced in bladder and prostate
cancer. Non-fusion-gene TSVs are more likely to be intra-chromosomal events than fusion gene
TSVs (Figure 2.6D), and in fact in breast and lung cancer, we detect more intra-chromosomal
non-fusion-gene TSVs than inter-chromosomal non-fusion-gene TSVs. Prostate cancer is an ex-
ception in that, for non-fusion-gene TSVs, inter-chromosomal events are observed much more
often than intra-chromosomal events. Nevertheless, it also holds true that non-fusion-gene TSVs
are more likely to be intra-chromosomal than fusion-gene TSVs, because the percentage of intra-
chromosomal TSVs within non-fusion-gene TSVs is higher than that within all TSVs. We do
not know why fusion-gene and non-fusion-gene TSVs have different propensities to be intra-
or inter-chromosomal events. Potential hypotheses include that different genomic SVs (such
as inversions and translocations) have different intra- and inter-chromosomal occurrences and
they induce the two types of TSVs with different rates. And differences in the ability to align
RNA-seq reads within one chromosome and between different chromosomes, within transcrib-
ing sequences and outside transcribing sequences, may be another potential explanation. Under-
standing this phenomenon requires further analyses.

For a large proportion of breakpoints occurring multiple times within a cancer type, their
partner in the TSV is likely to be fixed and to reoccur every time that breakpoint is used. To
quantify this, for each breakpoint that occurred ≥ 3 times, we compute the entropy of its partner
promiscuity. Specifically, we derive a discrete, empirical probability distribution of partners for
each breakpoint and compute the entropy of this distribution. This measure thus represents the
uncertainty of the partner given one breakpoint, with higher entropy corresponding to a less
conserved partnering pattern. In Figure 2.6E, we see that there there is a high peak near 0 for all
cancer types, which indicates that for a large proportion of recurring breakpoints, we are certain
about its rejoined partner once we know the breakpoint. However, there are also promiscuous
breakpoints with entropy larger than 0.5.

2.1.10 Results: tumor suppressor genes can undergo TSV and generate
altered transcripts

Tumor suppressor genes (TSG) protect cells from becoming cancer cells. Usually their functions
involve inhibiting cell cycle, facilitating apoptosis, and so on [138]. Mutations in TSGs may
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Figure 2.6: (A,B) Number of TSVs and non-fusion-gene TSVs in each sample in different cancer
types. BRCA has slightly more samples with larger number of (non-fusion-gene) TSVs, thus
showing a longer tail on y axis. (C,D) Number of inter-chromosomal and intra-chromosomal
TSVs within all TSVs and within non-fusion-gene TSVs. Non-fusion-gene TSVs contain more
intra-chromosomal events than fusion-gene TSVs. (E) For breakpoints occurring more than 3
times in the same cancer type, the distribution of the entropy of its TSV partner. The lower the
entropy, the more likely the breakpoint has a fixed partner. The peak near 0 indicates a large
portion of breakpoints are likely to be rejoined with the same partner in TSV. However, there are
still some breakpoints that have multiple rejoined partners.
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lead to loss of function of the corresponding proteins and benefit tumor growth. For example,
homozygous loss-of-function mutation in p53 is found in about half of cancer samples across
various cancer types [61]. TSVs are likely to cause loss of function of TSGs as well. Indeed,
we observe several TSGs that are affected by TSVs, both of the fusion-gene type and the non-
fusion-gene type.

The ZFHX3 gene encodes a transcription factor that transactivates cyclin-dependent kinase
inhibitor 1A (aka CDKN1A), a cell cycle inhibitor [99]. We find that in one BLCA and one
BRCA sample, there are TSVs affecting ZFHX3. These two TSVs events are different from
each other in terms of the breakpoint partner outside of ZFHX3. In the BLCA tumor sample, a
intergenic region is inserted after the third exon of ZFHX3 (See Figure 2.7A. For visualization by
Integrative Genomics Viewer (IGV) [151], see Appendix Figure 2.11). The fused transcript stops
at the inserted region, causing the ZFHX3 transcript to lose the rest of its exons. In the BRCA
tumor sample, a region of the anti-sense strand of gene MYLK3 is inserted after the third exon
of ZFHX3 gene (Figure 2.7B, Appendix Figure 2.12). Because codons and splicing sites are not
preserved on the anti-sense strand, the transcribed insertion region does not correspond to known
exons of MYLK3 gene, but covers the range of first exon of MYLK3 and extends to the first intron
and 5’ intergenic region. Transcription stops within the inserted region, and causes the ZFHX3
transcript to lose exons after exon 3, which resembles the fusion with intergenic region in BLCA
sample.

Another example is given by the ASXL1 gene, which is essential for activating CDKN2B to
inhibit tumorgenesis [170]. We observe two distinct TSVs related to ASXL1 from BLCA and
BRCA samples. The first TSV merges the first 11 exons and half of exon 12 of ASXL1 with a
intergenic region on chromosome 4 (Figure 2.7C, Appendix Figure 2.13). Transcription stops
at the inserted intergenic region, leaving the rest of exon 12 not transcribed. The breakpoint
within the ASXL1 is before the 3’ UTR, so the downstream protein sequence from exon 12
will be affected. The other TSV involving ASXL1 is a typical fusion-gene TSV where the first
three exons of ASXL1 are fused with the last three exons from the PDRG1 gene (Figure 2.7D,
Appendix Figure 2.14). Protein domains after ASXL1 exon 4 and before PDRG1 exon 2 are lost
in the fused transcript.

These non-fusion-gene examples are novel predicted TSV events that are not typically de-
tectable via traditional fusion-gene detection methods using RNA-seq data. They suggest that
non-fusion-gene events can also be involved in tumorgenesis by causing disruption of tumor
suppressor genes.

2.1.11 Discussion
We developed SQUID, the first algorithm for accurate and comprehensive TSV detection that tar-
gets both traditional fusion-gene detection and the much broader class of general TSVs. SQUID
exhibits higher precision at similar sensitivities compared with WGS-based SV detection meth-
ods and pipelines of de novo transcriptome assembly and transcript-to-genome alignment. In
addition, it has the ability to detect non-fusion-gene TSVs with similarly high accuracy.

We use SQUID to predict TSVs in TCGA tumor samples. From our prediction, BRCA has
a slightly flatter distribution of number of per-sample TSVs than the other cancer types studied.
We observe that non-fusion-gene TSVs are more likely to be intra-chromosomal events than
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Figure 2.7: Tumor suppressor genes are affected by both fusion-gene and non-fusion-gene TSVs
and generate transcripts with various features. (A) ZFHX3 is fused with a intergenic region after
exon 3. The transcript stops at the inserted region, losing the rest of exons. (B) ZFHX3 is fused
with a part of MYLK3 anti-sense strand after exon 3. Codon and splicing signals are not preserved
on anti-sense strand, thus MYLK3 anti-sense insertion acts the same as intergenic region insertion,
and causes transcription stop before reaching the rest of ZFHX3 exons. (C) ASXL1 is fused with
an intergenic region in the middle of exon 12. The resulting transcript contains a truncated
ASXL1 exon 12 and intergenic sequence. (D) The first 3 exons of ASXL1 gene are joined with
last 3 exons of PDRG1, resulting in a fused transcript containing 6 complete exons from both
ASXL1 and PDRG1.
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fusion-gene TSVs. This is likely due to the different sequence composition features in gene vs.
non-gene regions. PRAD also stands out because the percentage of inter-chromosomal TSVs is
the largest. Overall, these findings continue to suggest that different cancer types have different
preferred patterns of TSVs, although the question remains whether these differences will hold up
as more samples are analyzed and whether the different patterns are causal, correlated, or mostly
due to non-functional randomness. These findings await experimental validation.

By applying SQUID on TCGA RNA-seq data, we are able to detect TSVs in cancer samples,
especially non-fusion-gene TSVs. We identify novel non-fusion-gene TSVs involving known
tumor suppressor genes ZFHX3 and ASXL1. Both fusion-gene and non-fusion-gene events de-
tected in TCGA samples are computational predictions and need further experimental validation.

Other important uses and implications for general TSVs have yet to be explored and represent
possible directions for future work. TSVs will impact the accuracy of transcriptome assembly
and expression quantification, and methodological advancements are needed to correct those
downstream analyses for the effect of TSVs. For example, current reference-based transcrip-
tome assemblers are not able to assemble from different chromosomes to handle the case of
inter-chromosomal TSVs. In addition, expression levels of TSV-affected transcripts cannot be
quantified if they are not present in the transcript database. Incorporating TSVs into transcrip-
tome assembly and expression quantification can potentially improve their accuracy. SQUID’s
ability to provide a new genome sequence that is as consistent as possible with the observed
reads will facilitate its use as a pre-processing step for transcriptome assembly and expression
quantification, though optimizing this pipeline remains a task for future work.

Several natural directions exist for extending SQUID. First, SQUID is not able to predict
small deletions, instead, it treats the small deletions the same as introns. This is to some extent a
limitation of using RNA-seq data: introns and deletions are difficult to distinguish, as both result
in concordant split reads or stretched mate pairs. The use of gene annotations could somewhat
address this problem. Second, when the RNA-seq reads are derived from a highly heterogeneous
sample, SQUID is likely not able to predict all TSVs occurring in the same region if they are
conflicting since it seeks a single, consistent genome model. Instead, SQUID will only pick
the dominating one that is compatible with other predicted TSVs. One approach to handle this
would be to iteratively re-run SQUID, removing reads that are explained at each step. Again,
this represents an attractive avenue for future work.

Another future direction is to analyze the possible multiple optimal solutions problem of
the genome segment rearrangement problem. There are usually multiple rearrangements of the
genome segments that lead to the maximum sum of explained edge weights. This is partially be-
cause the transcript sequence information from RNA-seq is not able to uniquely identify the order
of segments in the genome. For example, it is not possible to know the order of a pair of mutually
exclusive exons in the genome using only transcript sequences. But the set of concordant edges
may be common across multiple rearrangements, and the multiple optimal rearrangements may
lead to the same set of TSV prediction. However, it remains to be further analyzed whether, in
practice, the sets of predicted TSVs from multiple optimal rearrangements are the same as or
different from each other. It also remains to be investigated whether other information can be
incorporated into the SQUID to alleviate the multiple optimal solutions problem and to select a
more accurate set of TSVs among the optimal rearrangements.

SQUID currently leaves out the alignment quality of RNA-seq reads for simplification. In-
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corporating the alignment quality is an potential direction for further improving the detection
accuracy of SQUID. It may also alleviate the multiple optimal solutions problem. They can be
incorporated into the definition of edge weights: instead of defining edge weights as the sum of
reads that support the edge, they can be defined as the sum of scores corresponding to alignment
quality of the supporting reads. The score can be designed to take into account the sequenc-
ing error rate, the fragment length distribution for paired-end alignments, and the breakpoint
consistency for split alignments.

With the emerging long read RNA-seq or full-length transcript sequencing techniques, ex-
tending SQUID to handle long read RNA-seq data is a valuable future direction. The long se-
quencing length will benefit TSV detection in various aspects: the co-occurrence relationship
(also called phasing relationship) among TSVs in different alleles can be revealed, and the full
transcript sequences involved in fusions can be more accurately retrieved along with the break-
point junctions. While long read sequencing techniques have their unique types of sequencing
errors and may suffer from low sensitivity in capturing transcripts with certain transcript lengths.
Analyzing the applicability of the rearrangement problem of SQUID on long read RNA-seq data,
and combining both long-read and short-read sequencing datasets are potential directions for im-
proving TSV detection methods.

SQUID is open source and available at http://www.github.com/Kingsford-Group/
squid and the scripts to replicate the computational experiments described here are available at
http://www.github.com/Kingsford-Group/squidtest.

2.1.12 Appendix
All experiments here are performed with SQUID version 1.3.

Using de novo assembly and transcript to genome alignment to predict TSV

For the pipeline of de novo transcriptome assembly and transcript-to-genome alignment, the di-
rect output is a series of alignment pieces for each assembled transcript. To derive TSV from the
pieces of alignment of each transcript, we still need to use the split-read alignment concordance
criteria (2.8) and the edge-building approach. In the case of no TSV, equation (2.8) still holds,
since a transcript is generated from one strand of one chromosome, without rearrangements but
only deletion of introns. Any violation of (2.8) is treated as a TSV. Here TSVs are still able to
be represented by edges in GSG, where segments are the intervals of each piece of alignment,
and edges are added in the same principle that traversing segments along the edges will result in
a concordant alignment of the assembled transcript. The positions of both breakpoints in a TSV
are exactly the two positions linked by the discordant edge, and the orientations corresponds to
the connection type of the edge.

Processing TCGA RNA-seq data

We use STAR aligner [34] to align TCGA RNA-seq reads to Ensemble genome 87 [174] with the
corresponding gene annotation. STAR aligner [34] is set with the option of outputting chimeric
alignments with hanging length 15bp. The chimeric alignments generated by STAR [34] are
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further filtered out if the paired-end reads can be aligned concordantly by SpeedSeq aligner [23].
SQUID is applied to concordant alignments generated by STAR [34] and the filtered chimeric
alignments. The discordant edge weight coefficient α is set to be 1, that is, we require tumor tran-
scripts to dominate normal transcripts (if they are incompatible) in order to predict corresponding
TSVs.

A large number of fusions between immunoglobulin genes are predicted by SQUID. How-
ever, there is possibility that B cells are in the mixture of sequencing and have very high expres-
sion of immunoglobulin genes (Ig). We cannot tell whether Ig rearrangements are generated by
tumor cells or B cells. Therefore, we exclude Ig TSVs during post-processing and exclude them
from the descriptive statistics. Note that SQUID does not exclude Ig TSVs internally, because Ig
expression and VDJ recombination have been observed to exist in tumor cells, and revealing the
role of Ig in tumors may be useful. When normal cells are removed from tumor samples, using
SQUID to predict Ig TSVs may help study relationship between Ig and cancer.

Additional Tables

Table 2.2: SQUID parameter specification and values in experiments

Symbol Description Value

γ segment degree threshold 4
θ edge weight threshold 5
α discordant edge weight coefficient 8 (simulation and HCC cell line), 1

(TCGA)
mq minimum mapping quality 255 (STAR), 1 (SpeedSeq)
pq low Phred quality threshold 4 (p = 10−0.4)
l maximum allowed low Phred quality length 10

Note: mq, pq and l are controls for sequencing quality and mapping quality. If mapping quality
of a read is less then threshold mq, the read will not be used in edge building. If the read has a
low sequencing, in terms of having more than l bases of sequencing quality lower than pq, the
read will not be used in edge building.
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Additional Figures
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Figure 2.8: Performance of SQUID on simulation data against different parameters values. (A,
B) Segment degree threshold γ. Both the precision and sensitivity curves are relatively flat
across different values of γ for all numbers of SVs simulated (200, 500, 800). (C, D) Edge
weight threshold θ. Increased value of θ leads to increased precision and decreased sensitivity.
This parameter determines the natural precision-sensitivity tradeoff and is one of the most impor-
tant parameters in SQUID. (E, F) Discordant edge weight coefficient α. This parameter adjusts
the edge weights according to normal/tumor cell ratio. Since simulation data is homogeneous,
varying this parameter does not change the performance of SQUID.
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Figure 2.9: Performance of SQUID on real data against different values of parameters. (A,
D) Segment degree threshold γ. Both precision and sensitivity are robust against segment de-
gree threshold. (B, D) Edge weight threshold θ. This parameter affects the natural precision-
sensitivity tradeoff. For both HCC1954 and HCC1395 cell lines, increasing θ leads to increased
precision and decreased sensitivity. (C, F) Discordant edge weight coefficient α. For HCC1954
cell line, sensitivity does not change when increasing α, indicating rearranged tumor transcripts
out-number their normal counterparts; while precision decreases slightly because SQUID pre-
dicts more TSVs as discordant edge weight coefficient increases. For HCC1395 cell line, sen-
sitivity and precision reach the highest at discordant edge weight coefficient 8 and remain un-
changed at 9 and 10. If some normal transcripts out-number the rearranged tumor transcripts,
increasing this parameter allows SQUID to capture these TSVs.
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Figure 2.11: IGV visualization of non-fusion-gene TSV involving ZFHX3 gene. The reference
sequence showed by IGV is the junction sequence of TSV. The first track shows the exons of
ZFHX3 gene in the junction sequence. The second track shows the boundaries of the fused
genome segments. In the alignment track, read alignments are viewed as pairs (the grey line links
two paired-end alignments). Coverage of intergenic segment is less than coverage of ZFHX3
gene, which indicates the TSV is heterogeneous and appears in a portion of sequencing sample.
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Figure 2.12: IGV visualization of a non-fusion-gene TSV involving the ZFHX3 gene and the anti-
sense strand of MYLK3 gene. The reference sequence is the junction sequence of TSV. The first
track shows the exons of ZFHX3 gene and the first exon of MYLK3 gene in the junction sequence.
The second track shows the boundaries of the fused genome segments. In the alignment track,
read alignments are viewed as pairs (the grey line links two paired-end alignments, and the blue
line links split-read alignments). The large coverage difference between ZFHX3 gene and anti-
sense strand of MYLK3 gene indicates the TSV is heterogeneous. A splicing event in the segment
of MYLK3 anti-sense strand is indicated by the blue lines in alignment track. The splicing sites
do not correspond to the exon of MYLK3 gene because splicing signals are not preserved on the
anti-sense strand. Instead, the new splicing junction is the product of the non-fusion-gene TSV.
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Figure 2.13: IGV visualization of non-fusion-gene TSV involving ASXL1 gene. The reference
sequence is the junction sequence of TSV. The first track shows the exons of ASXL1 gene in
the junction sequence. The second track shows the boundaries of the fused genome segments.
In the alignment track, read alignments are viewed as pairs (the grey line links two paired-end
alignments). There are many reads spanning the junction point, and the coverage difference
between the two segments is small, which implies the TSV is possibly homogeneous.
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Figure 2.14: IGV visualization of fusion-gene TSV involving ASXL1 and PDRG1 genes. The
reference sequence is the junction sequence of TSV. The first two annotation tracks show the
exons of ASXL1 and PDRG1 gene in the junction sequence. The third track shows the boundaries
of the fused genome segments. In the alignment track, read alignments are viewed as pairs (the
grey line links two paired-end alignments). There are 8 reads spanning the junction point. The
coverage of the ASXL1 gene is much less than that of the PDRG1 gene, which implies the fusion-
gene TSV is heterogeneous.

2.2 Detecting transcriptomic structural variants in heteroge-
neous contexts via the multiple compatible arrangements
problem

SQUID relies on the assumption that the sample is homogeneous, i.e. the original genome con-
tains only one allele that can be represented by a single rearranged string. This assumption is
unrealistic in diploid (or high ploidy) organisms. When TSV events occur within the same re-
gions on different alleles, read alignments may suggest multiple conflicting ways of placing a
segment. Under the homogeneous assumption, conflicting TSV candidates are regarded as er-
rors. Therefore, this assumption leads to discarding the conflicting TSV candidates that would
be compatible on separate alleles and therefore limits the discovery of true TSVs. Conflicting SV
candidates are addressed in a few SV detection tools such as VariationHunter-CR [62]. However,
VariationHunter-CR assumes a diploid genome, and its model is built for WGS data that lacks
ability to handle RNA-seq data.

We provide an extension of SQUID in the heterogeneity context. The heterogeneous allele
scenario is counted by seeking multiple (k) rearrangements of genome segments, which turns in
the MULTIPLE COMPATIBLE ARRANGEMENTS PROBLEM (MCAP). Complexity and approx-
imation algorithms are discussed below. We use “arrangement” to replace “rearrangement” of
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genome segments hereafter, while keep using “rearranged genome” to refer to the concatenated
sequence according to a specific arrangements of segments.

2.2.1 The MULTIPLE COMPATIBLE ARRANGEMENTS PROBLEM (MCAP)
We recapitulate the notations that are used in this section in the following table (Table 2.3). For
details of definition and explanation, see Section 2.1.1.

Table 2.3: Notations used in MCAP

notation meaning

S A set of genome segments.
G = (V,E,w) Genome segment graph (GSG), where vertex set V = {sh : s ∈

S} ∪ {st : s ∈ S} and w is the weight vector on edges.
w : P(E)→ R Weight map that maps a subset of edges in E to the sum of their

weights.
π : S → {1, . . . , |S|} Permutation on genome segments.
f : S → {0, 1} Orientation of genome segments.
A = {(πi, fi)}i A set of arrangements, where the ith arrangement is represented by

permutation πi and orientation fi.
e ∼ (π, f) Edge e is concordant with arrangement (π, f)

Problem statement

H T H T
u v

H T H T
u -v

H T H T
-u v

and

(a) (b) (c)

Figure 2.15: MCAP resolves conflicts. The white ends of the segments represent head with
respect to the original genome. The blue ends represent tail with respect to the original genome.
“H” stands for head and “T” stands for tail in the current arrangement. (a) Two conflicting edges
connecting two segments u and v. If the sample is known to be homogeneous (k = 1), then
the conflict is due to errors. If k = 2, MCAP seeks to separate two edges into two compatible
arrangements as in (b) and (c). (b) In the first arrangement, segment v is flipped, which makes
the blue edge concordant. (c) In the second arrangement, u is flipped to make the red edge
concordant.

Given an input GSG G = (V,E,w) and a positive integer k, the MULTIPLE COMPATIBLE

ARRANGEMENTS PROBLEM seeks a set of k arrangements A = {(πi, fi)}ki=1 that are able to
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generate the maximum number of sequencing reads:

max
A

∑
e∈E

w(e) · 1 [e ∼ A] , (2.10)

where 1 [e ∼ A] is 1 if edge e is concordant in at least one (πi, fi) ∈ A, and 0 otherwise.
This objective function aims to find an optimal set of k arrangements of segments where the

sum of concordant edge weights is maximized in the arranged alleles, where k is the number
of alleles and assumed to be known. The objective seeks to maximize the agreement between
arranged allelic sequences and observed RNA-seq data. Assuming that the majority of RNA-seq
reads are sequenced correctly, the concordant edges with respect to the optimal set of arrange-
ments represent the most confident transcriptomic adjacencies. In heterogeneous samples where
k 6= 1, MCAP separates the conflicting edges onto k alleles as shown in an example in Fig-
ure 2.15.

When k = 1, the problem reduces to finding a single arranged genome to maximize the
number of concordant reads, which is the problem that SQUID solves in Section 2.1. We refer
to the special case when k = 1 as SINGLE COMPATIBLE ARRANGEMENT PROBLEM (SCAP).

Predicted TSVs are the concordant edges with respect to any of the arrangements in a solution
to MCAP that were either discordant with respect to the reference genome or spanning multiple
chromosomes.

2.2.2 NP-completeness of SCAP and MCAP
Theorem 1. SCAP is NP-complete.

Proof. We prove the NP-completeness by reducing from the Fragment Orientation Problem
(FOP) that has been formulated and studied by Kececioglu et al. [68]. In FOP, for any pair
of fragments, there is evidence supporting or against that they have the same orientation. FOP
maximizes the agreement with the evidence by assigning the fragment orientation. We rephrase
the problem statement as follows.

Input: A set of fragments F and a score function S : F × {0, 1} × F × {0, 1} → R+ that
satisfies the following two conditions:

S(Fi, oi, Fj, oj) = S(Fj, oj, Fi, oi)

S(Fi, oi, Fj, oj) = S(Fi, 1− oi, Fj, 1− oj)

Output: An orientation of fragments O : F → {0, 1}.
Objective: Maximize the sum of score according to the orientation,

max
O

∑
Fi,Fj∈F ,Fi 6=Fj

S(Fi, O(Fi), Fj, O(Fj)).

Kececioglu et al. [68] defined two symmetric functions and used them to express the objective
function in a more specific way:

max
O

∑
Fi,Fj∈F ,Fi 6=Fj

same(Fi, Fj)1[O(Fi) = O(Fj)] + opp(Fi, Fj)1[O(Fi) 6= O(Fj)],
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where same : F × F → R+ is defined as same(Fi, Fj) , S(Fi, 0, Fj, 0) = S(Fi, 1, Fj, 1), and
opp : F × F → R+ is defined as opp(Fi, Fj) , S(Fi, 0, Fj, 1) = S(Fi, 1, Fj, 0).

Given any FOP instance, a SCAP instance is constructed in polynomial time by construct-
ing a segment for each fragment in F and assigning edge weights based on the same and opp
function values. Specifically, for fragment Fi, construct a segment si. For any pair of segments
(si, sj) construct four edges with the following weights: w(e = (sih, s

j
h)) = opp(Fi, Fj), w(e =

(sit, s
j
h)) = same(Fi, Fj), w(e = (sih, s

j
t)) = same(Fi, Fj), and w(e = (sit, s

j
t)) = opp(Fi, Fj).

Due to the correspondence between segments S and fragments F , they can be viewed as param-
eter substitution and used in interchangeably in FOP and SCAP.

Because the constructed GSG is a complete graph except that there is no within-segment
edges, the maximization of SCAP over permutation π and orientation f can be rewritten as

max
π,f

∑
e

w(e)1[e ∼ (π, f)]

= max
π,f

∑
si,sj∈S,si 6=sj

w(e = (sih, s
j
h))1[(sih, s

j
h) ∼ (π, f)] + w(e = (sit, s

j
h))1[(sit, s

j
h) ∼ (π, f)]+

w(e = (sih, s
j
t))1[(sih, s

j
t) ∼ (π, f)] + w(e = (sit, s

j
t))1[(sit, s

j
t) ∼ (π, f)]

= max
π,f

∑
si,sj∈S,si 6=sj

opp(si, sj)1
{

1− f(si) = 1[π(si) < π(sj)] = f(sj)
}

+

same(si, sj)1
{
f(si) = 1[π(si) < π(sj)] = f(sj)

}
+

same(si, sj)1
{

1− f(si) = 1[π(si) < π(sj)] = 1− f(sj)
}

+

opp(si, sj)1
{
f(si) = 1[π(si) < π(sj)] = 1− f(sj)

}
= max

π,f

∑
si,sj∈S,si 6=sj

opp(si, sj)1[1− f(si) = f(sj)] + same(si, sj)1[f(si) = f(sj)]

= max
f

∑
si,sj∈S,si 6=sj

opp(si, sj)1[1− f(si) = f(sj)] + same(si, sj)1[f(si) = f(sj)]

In the last step of the above equation, since the objective function does not contain permu-
tation π, we can take π out of the optimization parameter. That means for any permutation the
maximum sum of concordant edge weights is the same. Applying reparameterization by chang-
ing segment s∗ to fragment F∗ and changing the segment orientation function f with fragment
orientation function O, the above maximization problem is the same as FOP. As a result, the
optimal solution of SCAP and FOP can be used interchangeably to maximize the criterion of
each other.

Therefore, given any instance of FOP, an instance of SCAP can be constructed in polynomial
time whose solution contains an orientation function that maximized FOP instance at the same
time. Since FOP is NP-complete, SCAP is also NP-complete.

Corollary 1.1. MCAP is NP-complete.

Proof. SCAP is a special case of MCAP with k = 1, so the NP-completeness of MCAP is
immediate.
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2.2.3 A 1
4-approximation algorithm for SCAP

We provide a greedy algorithm for SCAP that achieves at least 1
4

approximation ratio and takes
O(|V ||E|) time. The main idea of the greedy algorithm is to place each segment into the cur-
rent order one by one by choosing the current “best” position. The current “best” position is
determined by the concordant edge weights between the segment to be placed and the segments
already in the current order.

Algorithm 1: Greedy algorithm for SCAP
Data: Segment set S, genome segment graph G = (V,E,w)
Result: An arrangement of the segments and the sum of concordant edge weights

1 order = [];
2 orientation = [];
3 for i in 1 : |S| do
4 si = the ith segment in S;

// choose from 4 possible order and orientation options
5 options = [(si in the beginning of order in forward strand), (si in the beginning of

order in reverse strand), (si in the end of order in forward strand), (si in the end of
order in reverse strand)] ;

6 for j in 1 : 4 do
7 weights[j] =

w({e ∈ E : e connects si with sk and concordant in options[j], k < i});
8 end

// update the current order and orientation
9 opt = argmax1≤i≤4,i∈Nweights[i] ;

10 order = update segment order as given by options[opt] ;
11 orientation = update segment orientation as given by options[opt] ;
12 end

Theorem 2. Algorithm 1 approximates SCAP with at least 1
4

approximation ratio.

Proof. Denote E ′ ⊂ E as the concordant edges in the arrangement of Algorithm 1. Let OPT be
the optimal value of SCAP. We are to prove w(E ′) ≥ 1

4
w(E) ≥ 1

4
OPT .

For iteration i in the for loop, the edges Ei = {e ∈ E : e connects si with sj, j < i}
are considered when comparing the options. Each of the four options makes a subset of Ei
concordant. These subsets are non-overlapping and their union isEi. Specifically, the concordant
edge subset is {e = (sih, s

j
t) : j < i} for the first option, {e = (sih, s

j
h) : j < i} for the second,

{e = (sit, s
j
h) : j < i} for the third, and {e = (sit, s

j
t) : j < i} for the last.

By the selecting the option with the largest sum of concordant edge weights, the concordant
edges E ′i in iteration i satisfies w(E ′i) ≥ 1

4
w(Ei). Therefore, the overall concordant edge weights

of all iterations in the for loop satisfy∑
i

w(E ′i) ≥
1

4

∑
i

w(Ei) =
1

4
w

(⋃
i

Ei

)
.
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Each edge e ∈ E must appear in one and only one of Ei, and thus
⋃
iEi = E. This implies∑

iw(E ′i) ≥ 1
4
w(E) ≥ 1

4
OPT .

Algorithm 1 can be further improved in practice by considering more order and orientation
options when inserting a segment into current order. In the pseudo-code 1, only two possible
insertion places are considered: the beginning and the end of the current order. However, a
new segment can be inserted in between any pair of adjacent segments in the current order. We
provide an extended greedy algorithm to take into account the extra possible inserting positions
(Algorithm 2). Algorithm 2 has a time complexity of O(|V |2|E|), but it may achieve a higher
total concordant edge weight in practice.

Algorithm 2: Extended greedy algorithm for SCAP
Data: Segment set S, genome segment graph G = (V,E,w)
Result: An arrangement of the segments and the sum of concordant edge weights

1 order = [];
2 orientation = [];
3 for i in 1 : |S| do
4 si = the ith segment in S;

// choose from i+ 1 possible order and orientation options
5 options = [(si in the beginning of order in forward strand), (si in the beginning of

order in reverse strand)] ;
6 for j in 1 : i− 1 do
7 Append [(si right after order[j] in forward strand), (si right after order[j] in

reverse strand)] to list of options ;
8 end
9 for j in 1 : 2i do

10 weights[j] =
w({e ∈ E : e connects si with sk and concordant in options[j], k < i});

11 end
// update the current order and orientation

12 opt = argmax1≤i≤2i,i∈Nweights[i] ;
13 order = update segment order as given by options[opt] ;
14 orientation = update segment orientation as given by options[opt] ;
15 end

2.2.4 A 3
4-approximation of MCAP with k = 2 using a SCAP oracle

If an optimal SCAP solution can be computed, one way to approximate the MCAP’s optimal
solution is to solve a series of SCAP instances iteratively to obtain multiple arrangements. Here,
we prove the solution based on iteratively solving SCAP has an approximation ratio of 3

4
for the

special case of MCAP with k = 2.
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Algorithm 3: 3
4
-approximation for MCAP with k = 2

Data: A genome segment graph G = (V,E,w)
Result: a set of two arrangements, sum of weights of edges that are concordant in either

arrangement

1 a1 = optimal SCAP arrangement on G;
2 E ′ = {e ∈ E : e is discordant in a1};
3 G′ = (V,E ′, w);
4 a2 = optimal SCAP arrangement on G′;
5 Ẽ = {e ∈ E : e ∼ A,A = {a1, a2}};
6 W =

∑
e∈Ẽ w(e);

7 return ({a1, a2}, W );

Theorem 3. Algorithm 3 is a 3
4
-approximation of MCAP with k = 2. Denote the optimal objec-

tive sum of edge weights in MCAP with k = 2 as OPT , and the sum of edge weights in the two
iterative SCAP as W , then

W ≥ 3

4
OPT

Proof. Denote MCAP with k = 2 as 2-MCAP. Let Ed
1 and Ed

2 be concordant edges in the
optimal two arrangements of 2-MCAP. It is always possible to make the concordant edges of the
arrangements disjoint by removing the intersection from one of the concordant edge set, that is
Ed

1 ∩ Ed
2 = ∅. Let Ed = Ed

1 ∪ Ed
2 . The optimal value is w(Ed).

Denote the optimal set of concordant edges in the first round of Algorithm 3 as Es
1. The

optimal value of SCAP is w(Es
1). Es

1 can have overlap with the two concordant edge sets of the
2-MCAP optimal solution. Let the intersections be I1 = Ed

1 ∩ Es
1 and I2 = Ed

2 ∩ Es
1. Let the

unique concordant edges be D1 = Ed
1 − Es

1, D2 = Ed
2 − Es

1 and S = Es
1 − Ed

1 − Ed
2 .

After separating the concordant edges in 2-MCAP into the intersections and unique sets, the
optimal value of 2-MCAP can be written as w(Ed) = w(I1) + w(I2) + w(D1) + w(D2), where
the four subsets are disjoint. Therefore the smallest weight among the four subsets must be
no greater than 1

4
w(Ed). We prove the approximation ratio under the following two cases and

discuss the weight of the second round of SCAP separately:
Case (1): the weight of either D1 or D2 is smaller than 1

4
w(Ed). Because the two arrange-

ments in 2-MCAP are interchangeable, we only prove for the case where w(D1) ≤ 1
4
w(Ed). A

valid arrangement of the second round of SCAP is the second arrangement in 2-MCAP, though
it may not be optimal. The maximum concordant edge weights added by the second round of
SCAP must be no smaller than w(D2). Combining the optimal values of two rounds of SCAP,
the concordant edge weight is

W ≥ w(Es
1) + w(D2) = w(S) + w(I1) + w(I2) + w(D2)

≥ w(Ed)− w(D1)

≥ 3

4
w(Ed).

(2.11)
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Case (2): both w(D1) ≥ 1
4
w(Ed) and w(D2) ≥ 1

4
w(Ed). The subset with smallest sum of

edge weights is now either I1 or I2. Without loss of generality, we assume I1 has the smallest
sum of edge weights and w(I1) ≤ 1

4
w(Ed). Because the first round SCAP is optimal for the

SCAP problem, its objective value should be no smaller than the concordant edge weights of
either arrangement in 2-MCAP. Thus

w(Es
1) ≥ w(Ed

2) = w(D2) + w(I2). (2.12)

A valid arrangement for the second round of SCAP can be either of the arrangements in 2-MCAP
optimal solution. Picking the first arrangement of 2-MCAP as the possible (but not necessarily
optimal) arrangement for the second round of SCAP, the concordant edge weights added by the
second round of SCAP must be no smaller than w(D1). Therefore, the total sum of concordant
edge weights of the optimal solutions of both rounds of SCAP is

W ≥ w(Es
1) + w(D1)

≥ w(D2) + w(I2) + w(D1)

= w(Ed)− w(I1)

≥ 3

4
w(Ed).

(2.13)

Corollary 3.1. An approximation algorithm for MCAP with k = 2 can be created by using Algo-
rithm 1 as the oracle for SCAP in Algorithm 3. This approximation algorithm runs in O(|V ||E|)
time and achieves at least 3

16
approximation ratio.

The proof of the corollary is similar to the proof of Theorem 3. By adding a multiplier of 1
4

to the right of inequalities (2.12) when lower bounding w(Es
1) by w(Ed

2), the 3
16

approximation
ratio can be derived accordingly.

2.2.5 Integer linear programming formulation for MCAP
MCAP, for general k, can be formulated as an integer linear programming (ILP) to obtain an
optimal solution. We rewrite the i-th permutation (πi), orientation (fi) and decision (1[e ∼
(πi, fi)]) functions with three boolean variables yie, z

i
e and xie. For i ∈ {1, 2, ..., k} and e ∈ E, we

have:
• xie = 1 if edge e ∼ (πi, fi) and 0 otherwise.
• yiu = 1 if fi(u) = 1 for segment u and 0 if fi(u) = 0.
• ziuv = 1 if πi(u) < πi(v), or segment u is in front of v in arrangement i and 0 otherwise.
In order to account for the edges that are concordant in more than one arrangement in the

summation in Equation 2.10, we define qe such that qe = 1 if edge e is concordant in one of the
k arrangements and 0 otherwise. The constraints for qe are as follows:

qe ≤
k∑
i

xie (2.14)

qe ≤ 1 (2.15)
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The objective function becomes

max
xie,y

i
u,z

i
uv

∑
e∈E

w(e) · qe (2.16)

We then add ordering and orientation constraints. If an edge is a tail-head connection, i.e.
concordant to the reference genome, xie = 1 if and only if ziuv = yiu = yiv. If an edge is a tail-tail
connection, xie = 1 if and only if ziuv = 1− yiv = yiu. If an edge is a head-tail connection, xie = 1
if and only if ziuv = 1− yiu = 1− yiv. If an edge is a head-head connection, xie = 1 if and only if
ziuv = 1− yiu = yiv. The constraints for a tail-head connection are listed below in Equation 2.17,
which enforce the assignment of boolean variables yie, z

i
e and xie:

xie ≤ yiu − yiv + 1,

xie ≤ yiv − yiu + 1,

xie ≤ yiu − ziuv + 1,

xie ≤ ziuv − yiu + 1,

(2.17)

These are the same set of constraints as SQUID for each arrangement, and see equation 2.4–
2.7 for details of the constraints under other connection types. Additionally, constraints are added
so that all segments are put into a total order within each allele. For two segments u, v, segment
u will be either precede or follow segment v, i.e. ziuv + zivu = 1. For three segments u, v, w, if u
precedes v and v precedes w, then u has to precede w: 1 ≤ ziuv + zivw + ziwu ≤ 2.

The total number of constraints as a function of k is 4k|E|+k
(|V |

3

)
+2|E| = O(k(|E|+V 3)).

When k increases, the number of constraints grows linearly. When k = 1, the ILP formulation
reduces to the same formulation as SQUID.

2.2.6 Characterizing the conflict structures that imply heterogeneity

In this section, we ignore edge weights and characterize the graph structures where homogeneous
assumption cannot explain all edges. We add a set of segment edges, Ê, to the GSG. Each ê ∈ Ê
connects the two endpoints of each segment, i.e. ê = {sh, st} for s ∈ S. The representation of
GSG becomes G = (E, Ê, V ).
Definition 6 (Conflict Structures and Compatible Structures). A conflict structure,CS = (E ′, Ê ′, V ′),
is a subgraph of a GSG where there exists a set of edges E ′ that cannot be made concordant us-
ing any single arrangement. A compatible structure is a subgraph of a GSG where there exists a
single arrangement such that all edges can be made concordant in it.
Definition 7 (Simple cycle in GSG). A simple cycle,C = (E ′, Ê ′, {v0, . . . , vn−1}), is a subgraph
of a GSG, such that E ′ ⊆ E, Ê ′ ⊆ Ê and vi ∈ V , with (vi, v(i+1) mod n) ∈ E ′ ∪ Ê ′ and where
vi 6= vj when i 6= j except vn−1 = v0.
Definition 8 (Degree and special degree of a vertex in subgraphs of GSG). Given a subgraph of
GSG, G′ = (E ′, Ê ′, V ′), degE′(v) refers to the degree of vertex v ∈ V ′ that counts only the edges
e ∈ E ′ that connect to v. deg(v) refers to the number of edges e ∈ E ′ ∪ Ê ′ that connect to v.
Theorem 4. Any acyclic subgraph of GSG is a compatible structure.
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Proof. We show that any acyclic subgraph with N edges (|E ′|+ |Ê ′| = N ), G′N = (E ′, Ê ′, V ′),
of GSG is a compatible structure by induction.

When |E ′|+ |Ê ′| = 1, G′1 is a compatible structure because no other edge in G′ is in conflict
with the only edge e ∈ E ′.

Assume the theorem hold for any acyclic subgraph that contains n edges. Let G′n+1 =

(E ′, Ê, V ′) be an acyclic subgraph with n + 1 edges. Since G′n+1 is acyclic, there must be a
leaf edge that is incident to a leaf node. Denote the leaf node as vb and the leaf edge e =
(ua, vb) ∈ E ′ ∪ Ê ′ (a, b ∈ {h, t}). By removing edge e and leaf node vb, the subgraph
G′n = (E ′ − {e}, Ê ′ − {e}, V ′ − {vb}) is also acyclic and contains n edges. According to
the assumption, G′n is a compatible structure and there is an arrangement of the segments in
which all edges in E ′ ∪ ê′ − {e} is concordant. Because no other edge in E ′ ∪ Ê ′ except e
connects to vb, it is always possible to place segment v back to the arrangement such that e is
concordant. Specifically, one of the four placing options will satisfy edge e: the beginning of the
arrangement with orientation 1, the beginning with orientation 0, the end with orientation 1 and
the end with orientation 0. Therefore, G′n+1 is a compatible structure.

By induction, acyclic subgraph G′N of GSG with any |E ′| is a compatible structure.

Theorem 5. A simple cycle C = (E ′, Ê ′, V ′) is a compatible structure if and only if there are
exactly two vertices, vj and vi such that degE′(vi) = degE′(vj) = 2 and vi and vj belongs to
different segments.

Proof. We prove sufficiency and necessity separately in Lemma 1 and Lemma 2.

Lemma 1. If C is a compatible structure, there are exactly two vertices, vi, vj that belong to
different segments, such that degE′(vi) = degE′(vj) = 2

Proof. We discuss compatiblity in two cases:
Case (1): All edges are concordant inC. Sort the vertices by genomic locations in ascending

order and label the first vertex v1 and the last vn, assuming |V ′| = n. Similarly, sort the set of
segments S ′ in C by the values of their permutation function π and label the first segment s1 and
the last sm, assuming |S ′| = m. Since concordant connections can only be tail-head connections
(e.g. Figure 2.15 b,c), v1 = s1

t and vn = smh . Since C is a simple cycle, all vertices v ∈ V ′

have deg(v) = 2. Because v1 and vn are the first and last vertices in this arrangement, the
edges incident to v1 or vn must be in E ′. It follows that the two edges incident to v1 connects
to s2

h and smh . Similarly, edges incident to vn connects to s1
t and sn−1

t . Therefore, we have
degE′(v1) = degE′(vn) = 2. Any other vertex vi (1 < i < n) is connected by one e ∈ E ′ and
one ê ∈ Ê ′ and thus has degE′(vi) = 1.

Case (2): Some edges are discordant in C. If discordant edges exist in cycle C, according
to the definition of compatible structure, segments in C can be arranged such that all edges are
concordant. This reduces to case (1).

Lemma 2. If there are exactly two vertices in V ′ that belong to different segments, vi and vj ,
such that degE′(vi) = degE′(vj) = 2, then C is a compatible structure.
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Proof. Let vi and vj be the one of the end points of segments si and sj(i 6= j) , respectively. We
can arrange si and sj such that π(si) = mins∈S′ π(s), π(sj) = maxs∈S′ π(s) and that vi = sit,
vj = sjh. Rename vi to v1 and vj to vn. Since C is a simple cycle, we can find two simple paths,
P1 and P2, between v1 and vn and there is no edge between P1 and P2. Let P ′1 and P ′2 denote P1

and P2 that exclude v1 and vn and the edges incident to v1 and vn. Since P ′1 and P ′2 as acyclic
subgraphs of GSG, according to Theorem 4, P ′1 and P ′2 are compatible structures and therefore
segments in P ′1 and P ′2 can be arranged so that all edges are concordant. Denote the first and last
vertices in the arranged P ′1 as v2 and v3, and the first and last vertices in the arranged P ′2 as v4

and v5. Because all the edges are concordant in P ′1, v2 and v3 are the head and tail of the first and
last segments in P ′1. Because only v1 and vn have degE′ = 2 in C, v2 must be connected to v1

or vn and v3 must be connected to vn or v1. A similar argument applies to v4 and v5. To ensure
concordance of edges connected to v1 and vn, if vn is connected to v2 and v1 is connected to v3,
we flip all the segments in P ′1. The similar operation is applied to v4, v5 and P ′2. Now we have a
compatible structure.

Corollary 5.1. A necessary condition for a subgraph (E ′, Ê ′, V ′) to be a conflict structure is that
it contains cycles. A sufficient condition for a subgraph (E ′, Ê ′, V ′) to be a conflict structure is
that it contains a simple cycle which is not a compatible structure.

The corollary is a direct derivation from Theorem 4 and Theorem 5 when considering general
graph structures.

In practice, we determine if a discordant edge, e = (u, v), is involved in a conflict structure by
enumerating all simple paths using a modified depth-first search implemented in Networkx [53,
135] between u and v omitting edge e. We add e to each path and form a simple cycle. If the
simple cycle satisfies Corollary 5.1, we stop path enumeration and label the e as discordant edge
involved in conflict structure. If the running time of path enumeration exceeds 0.5 seconds, we
shuffle the order of DFS and repeat the enumeration. If path enumeration for e exceeds 1000
reruns, we label e as undecided.

2.2.7 Results of comparison with SQUID detections and approximation
algorithm

To produce an efficient, practical algorithm for TSV detection in diploid organisms, we use the
following approach, which we denote as D-SQUID: Run the ILP under the diploid assumption
by setting k = 2 on every connected component of GSG separately. If the ILP finishes or the
running time of the ILP exceeds one hour, output the current arrangements.

D-SQUID identifies more TSVs in TCGA samples than SQUID

We calculate the fraction of discordant edges involved in conflict structures (Figure 2.16a) in 381
TCGA samples from four types of cancers: bladder urothelial carcinoma (BLCA), breast inva-
sive carcinoma (BRCA), lung adenocarcinoma (LUAD) and prostate adenocarcinoma (PRAD).
Among all samples, we found less than 0.5% undecided edges out of all discordant edges. The
distribution of fraction of discordant edges within conflict structures are different among cancer
types. The more discordant edges are involved in conflict structures, the more heterogeneous the
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Figure 2.16: Performance of D-SQUID and SQUID on TCGA samples. (a) The distribution
of fractions of discordant edges that are involved in each identified conflict structure (CS) in
four cancer subtypes. Minima, maxima and means of the distributions are marked by horizontal
bars. (b) Number of TSVs identified by SQUID versus D-SQUID. (c) Histogram of fractions of
resolved discordant edges by SQUID and D-SQUID.

sample is. Among four cancer types, PRAD samples exhibit the highest extent of heterogene-
ity and BRCA samples exhibit the lowest. On average, more than 90% of discordant edges are
within conflict structures in all samples across four cancer types. This suggests that TCGA sam-
ples are usually heterogeneous and may be partially explained by the fact that TCGA samples
are usually a mixture of tumor cells and normal cells [5].

We compare the number of TSVs found by D-SQUID and SQUID (Figure 2.16b). In all of
our results, all of the TSVs found by SQUID belong to a subset of TSVs found by D-SQUID.
D-SQUID identifies many more TSVs than SQUID on all four types of cancers.

A discordant edge is termed resolved if it is made concordant in one of the arrangements.
Among all discordant edges in all samples, D-SQUID is able to resolve most of them (Fig-
ure 2.16c), while SQUID is only able to resolve fewer than 50% of them. The results demon-
strate that D-SQUID is more capable of resolving conflict structures in heterogeneous contexts,
such as cancer samples, than SQUID.

D-SQUID identifies more true TSV events than SQUID in cancer cell lines

We compare the ability of D-SQUID and SQUID to detect fusion-gene and non-fusion-gene
events on previously studied breast cancer cell lines HCC1395 and HCC1954 [41]. The dataset
and ground truth is the same as the ones used in SQUID for performance evaluation in Sec-
tion 2.1.8. In both cell lines, D-SQUID discovers more TSVs than SQUID. In HCC1954, D-
SQUID identifies the same number of known TSVs including fusions of gene (G) regions and
intergenic (IG) regions compared with SQUID. In HCC1395, D-SQUID identifies 2 more true
TSV events that are fusions of genic regions. We tally the fraction of discordant edges in conflict
structures (Figure 2.17c) and find similar fractions between HCC1395 and HCC1954, which in-
dicates that the extent of heterogeneity in two samples are similar. Compared to Figure 2.16a, the
fraction in HCC samples is much lower than that in TCGA samples. This matches the fact that
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Figure 2.17: Performance of D-SQUID and SQUID on breast cancer cell lines with experimen-
tally verified SV. (a) Total TSVs found. In both cell line samples, D-SQUID discovered more
TSVs than SQUID. (b) Number of known fusion-gene and non-fusion-gene events recovered by
D-SQUID and SQUID. G denotes TSVs that affect gene regions. IG denotes TSVs that affect
intergenic regions. (c) Fraction of discordant edges in conflict structures.

two HCC samples contain the same cell type and are both cell line samples, which are known to
be less heterogeneous than TCGA samples.

D-SQUID predicts TSVs in biologically significant genes in cancer cell lines

Figure 2.18 gives two examples of TSVs predicted by D-SQUID but not by SQUID. Such TSVs
are involved in conflict structures and can only be resolved by separating discordant edges into
different arrangements.

An example of a validated TSV is shown in Figure 2.18(a). The head-tail connection between
segment u1 and u3 conflicts with the tail-head connections between segments u1 and u2 and
segments u2 and u3. Such a conflict structure is resolved by separating edge (u1

h, u
3
t ) into the

second arrangement. Notice that since no discordant edges are made concordant in the first
arrangement, no new TSVs are predicted. Therefore, the corresponding gene model for the first
arrangement is the same as that of the original arrangement. The affected regions are exons of
ERO1A and FERMT2 genes. As predicted by D-SQUID, this TSV involves an insertion of the
sixth and the seventh exons of FERMT2 between the sixth and seventh exons of ERO1A.

Among the unvalidated TSVs predicted by D-SQUID, some of them affect genes that are
associated with breast cancer. The TSV shown in Figure 2.18(b) involves an insertion of the 3’
untranslated region (UTR) of CLPSL1 and the entire CLPS gene between the first and second
exons of CLPSL1. It has been reported that CLPSL1 is associated with a prognostic factor of
breast cancer [173].

A full list of affected regions in HCC samples can be found in the additional files.

Evaluation of approximation algorithms

We evaluate the approximation algorithms for diploid MCAP (k = 2) using two different sub-
routines described in previous sections. In this subsection, A1 refers to using Algorithm 1 with
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Figure 2.18: Examples on which D-SQUID predicts a validated (a) and an unvalidated (b) TSV
event that impacts biologically significant genes. The blue blocks represent segments in the GSG.
The red edges mark the discordant edges in the original arrangement. Blue and green blocks mark
exons of different genes and dark purple blocks mark UTRs in (b). Regions highlighted in yellow
in the gene models mark the corresponding segments in GSG.
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Figure 2.19: Fold differences (ILP/approx) in run time and total weights of concordant edges
resolved by D-SQUID, A1 and A2 on TCGA samples. Horizontal and vertical red lines mark 1.0
on both axes. (a) shows fold differences between D-SQUID and A1. (b) shows fold differences
between D-SQUID and A2.

worst case runtime O(|V ||E|) as a subroutine and A2 refers to using Algorithm 2 with worst
case runtime O(|V |2|E|) as a subroutine. Both A1 and A2 solve SCAP by greedily inserting
segments into the best position in the current ordering. While A1 only looks at the beginning and
ending of the ordering, A2 looks at all the positions.
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In order to compare the performance of approximations to the exact algorithm using ILP,
we run D-SQUID, A1 and A2 on TCGA samples. The algorithms are evaluated on runtime
and total weight of concordant edges in the rearranged genomes. “Fold difference” on the axes
of Figure 2.19 refers to the ratio of the axis values of D-SQUID over that of A1 or A2. Both
A1 and A2 output results in a much shorter period of time than D-SQUID. A2 achieves better
approximation than A1, demonstrated by closer-to-one ratio of total concordant edge weight, at
a cost of longer run time.

The run time of D-SQUID ILP exceeds one hour on 4.5% of all connected components in
all TCGA samples. D-SQUID outputs sub-optimal arrangements in such cases. As a result,
approximation algorithms, especially A2, appear to resolve more high-weight discordant edges
than D-SQUID in some of the samples in Figure 2.19, which is demonstrated by data points that
fall below 1 on the y axes. A1 resolves more high-weight edges in 10 samples and A2 resolves
more high-weight edges in 54 samples than D-SQUID.

2.2.8 Conclusions
We present approaches to identify TSVs in heterogeneous samples via the MULTIPLE COMPAT-
IBLE ARRANGEMENTS PROBLEM (MCAP). We characterize sample heterogeneity in terms of
the fraction of discordant edges involved in conflict structures. In the majority of TCGA samples,
the fractions of discordant edges in conflict structures are high compared to HCC samples, which
indicates that TCGA samples are more heterogeneous than HCC samples. This matches the fact
that bulk tumor samples often contain more heterogeneous genomes than cancer cell lines, which
suggests that fraction of conflicting discordant edges is a valid measure of sample heterogeneity.

We show that obtaining exact solutions to MCAP is NP-complete. We derive an integer
linear programming (ILP) formulation to solve MCAP exactly. We provide a 3

16
-approximation

algorithm for MCAP when the number of arrangements is two (k = 2), which runs in time
O(|V ||E|). It approximates the exact solutions well in TCGA samples.

MCAP addresses this heterogeneity. In 381 TCGA samples, D-SQUID is able to resolve
more conflicting discordant edges than SQUID. Since D-SQUID solves MCAP by separating
conflicting TSVs onto two alleles, D-SQUID’s power to find TSVs generally increases as the
extent of heterogeneity increases. In HCC cell lines, D-SQUID achieves better performance than
SQUID. Aside from validated TSV events, D-SQUID discovers unvalidated fusion-gene events
that impact genes associated with cancer, which requires further investigation.

Several open problems remain. MCAP relies on the number of arrangements (k) to make
predictions. It is not trivial to determine the optimal k for any sample. In addition, although
MCAP is solved by separating TSVs onto different alleles, there are typically many equivalent
phasings. Developing techniques for handling these alternative phasings is an interesting direc-
tion for future work. Analyzing the effect of TSVs, especially non-fusion-gene ones, on their
impact on cellular functions and diseases is another direction of future work.
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Chapter 3

Identifying potential expression estimation
inaccuracy by coverage anomaly detection

Transcript expression is another key component of gene transcription status. Expression quan-
tification is used for various analyses, such as differential gene expression [27], co-expression
inference [158], disease diagnosis, and various computational prediction tasks [60, 107, 166].

The state-of-art expression quantification methods [15, 59, 67, 78, 79, 90, 113, 129] usually
use a generative model to describe the probability of generating the set of RNA-seq reads or
fragments. The generative models incorporate a wide range of information, including a set of
reference transcript as the most fundamental information as well as base sequencing quality [37]
and sequencing biases due to various causes, such as PCR amplification preference and degrada-
tion [96]. Even though transcript quantification achieves high accuracy in general, there remain
situations where they give erroneous quantifications. For example, most quantifiers rely on a
predetermined set of possible transcripts; missing or incorrect transcripts may cause incorrect
quantifications. Read mapping mistakes and unexpected sequencing artifacts also lead to mis-
quantifications. Incomplete sequencing bias models can mislead the inferred probability that the
reads are generated by each transcript.

To identify the potential misquantification, we introduce an anomaly detection method that
detects unexpected coverage patterns in each transcript. RNA-seq reads are generated randomly
from expressed transcripts under a probabilistic distribution that describes the experiment pro-
tocol, and the coverages along each transcript are expected to agree with the read generation
probability distribution. An unexpected coverage pattern, for example, may be that a highly ex-
pressed transcript contains an exon with near zero coverage in the middle of the transcript. A
possible explanation of this example is that an unannotated transcript without the zero-coverage
exon is expressed, in which case the expression unannotated transcript cannot be estimated, and
the transcript with the exon is estimated with an erroneous expression. Figure 3.1 shows an il-
lustration of a read generation probability model, an abnormal coverage pattern, and a normal
coverage pattern.

When interpreting an expression experiment, particularly when a few specific genes are of in-
terest, the possibility of misquantification must be taken into account before inferences are made
from quantification estimates or differential gene expression predictions derived from those quan-
tifications. Statistical techniques such as bootstrapping [3] and Gibbs sampling [45, 79, 157] can

55



over-expression anomaly under-expression anomaly

Corrected transcript coverage and expression estimates

…

exp

obs est ⌃

µ

t

Multi(n, exp) N(exp + µ,⌃)

Quantifier’s model of expected transcript read coverage Model of significance of deviation

re
ad

re
ad

Anomaly 
Detection

Anomaly 
Correction

Figure 3.1: The top left panel shows the RNA-seq fragment generation model. Due to biases
(such as RNA degradation and PCR amplification preferences), the probability of generating
an RNA-seq fragment at different GC percentages and at different positions in a transcript is
different. Combining these biases, an fragment generation model can be derived and used to
derive an expected coverage along each transcript. The top right panel shows the probabilistic
relationship between the true expected coverages, estimated expected coverages, and observed
coverages along each transcript. Middle panel shows an example of a transcript containing cov-
erage anomalies. Blue triangles represent the expected probability of generating an RNA-seq
fragment at each position, and red circles represent the observed percentage of RNA-seq frag-
ments at each position. The expected and observed coverage largely disagree with each other at
the regions marked by yellow boxes. A possible explanation for the coverage disagreement is
that an unannotated transcript with an early termination is expressed. The bottom panel shows
an example where the expected coverage and observed coverage generally agree with each other.
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associate confidence intervals to expression estimates. But confidence interval are not equivalent
to quantification error, and it remains a further task to interpret gene expression analyses results
using the confidence intervals or incorporate the confidence intervals into expression analyses.

Anomaly detection approaches have been applied in related areas of genomics. Robert and
Watson [127] identified uncertainties in gene-level quantification that are due to gene sequence
similarity. The quantification uncertainties is related to misquantification, but do not necessarily
indicate misquantification. Soneson et al. [143] used a compatibility score between observed and
predicted junction coverage to indicate genes with inconsistent splicing junction supports. The
idea of identifying the potential errors made in a task regardless the specific algorithm has been
applied in other areas in genomics as well. In genome assembly, anomaly detection has been
used to detect assembled sequences of low confidence. Genome assembly algorithms seek a set
of sequences that can concordantly generate the WGS reads and can be assumed to have near
uniform coverage. The assembled sequences that do not fit this assumption can be hypothesized
to contain errors and have low reliability [116]. Similarly, anomaly detection in transcriptome
assembly identifies unreliable transcript sequences [139]. Low-confidence assembly detection
has been used to analyze non-model organisms and incorporated into analysis workflows [17,
43, 180].

Coverage anomalies in expression quantification can be further used to improve the estimated
expression. Transcript coverages can be adjusted by changing the proportion of RNA-seq reads
assigned to each transcript they can be aligned to, and the estimated expression is changed along
with the change of assignment proportion. We developed an RNA-seq re-assignment procedure
to maximize the agreement between the assigned transcript coverages and the expected cover-
ages, and an set of adjusted expression estimates is produced accordingly. When it is not possible
to obtain concordant coverages with respect to expectation by re-assigning proportions of RNA-
seq reads, the coverage anomalies indicate mistakes in other parts of the quantification model,
such as incompleteness of the input reference transcript sequences or inaccuracy in the expected
coverage. Coverage anomaly detection can be used for evaluating the reconstructed transcript
sequences or to guide the development of RNA-seq expression quantification models.

This chapter describes the coverage anomaly detection method, called Salmon Anomaly
Detection or SAD, and a case study of using the coverage anomalies to predict functional ef-
ficiency of transcription factors. The RNA-seq fragment generation model has a probability
assumption that sequencing a fragment from a position of a given transcript follows a multi-
nomial distribution determined by the sequencing biases. The quantifier, Salmon, adopts this
assumption and adapts the sequencing bias models depicted by Love et al. [96]. The sequencing
bias models describe the coverages we expect to see along each transcript. Large disagree-
ment between the observed coverages and the expected ones indicates that something has gone
“wrong” with the quantification for the transcripts. The details of the method is explained in
Section 3.1. SAD was published in Cell Systems [97], and the code of SAD is available at
https://github.com/Kingsford-Group/sad. Anomalies identified by this method
are high-level characterizations of violations in the expression generative model regardless of the
biological causal events. In Section 3.2, we further analyze the biological implication of cover-
age anomalies, especially focusing on transcription factors’ regulation efficiency. The analysis
of coverage anomalies is a joint work with Adrian Lee and Chelsea Chen, and is in preparation
for submission.
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3.1 Detecting, categorizing, and correcting coverage anoma-
lies of RNA-seq quantification

3.1.1 Overview of anomaly detection and categorization

SAD defines transcripts with anomalous read coverage (Figure 3.2) as those for which the ob-
served coverage distribution contains a significantly over-expressed or under-expressed region
compared to the expected coverage. Both the observed and the expected distribution are calcu-
lated by the Salmon [113] (or RSEM [78]) quantifier. The observed distribution is the weighted
number of reads assigned to each position in the transcript as processed by the quantifier. The
expected distribution estimated by the quantifier is the probability of generating a read at each
position: Salmon’s bias model uses the surrounding GC content, the sequence k-mers, and the
read position; RSEM models bias using the read position. The anomaly score can be confounded
by either a low expression abundance or an estimation error of the expected distribution. To re-
move the confounding effect, we model the anomaly score probabilistically and use the empirical
p-value to determine whether the observed difference is statistically significant and whether the
transcript should be labeled as an anomaly.

To apply the anomaly detection and categorization approaches on other quantification soft-
ware, the quantification software should output the assignment of each read and the sequencing
bias model it learns. Different quantification software may output the read assignment and the
biases in different format, and converting their output to vectorized observed and expected cov-
erages that SAD can read is required. The Method section summarizes how to convert the output
from Salmon and RSEM to the vector of observed coverage and expected coverage. For the other
quantification software, a customized processing script may be needed for the format conversion.

SAD gives rise to two outputs: (1) a list of unadjustable anomalies and (2) the adjusted quan-
tification for the adjustable anomalies. Assuming the expected coverage distributions are correct,
the unadjustable anomalies are potentially caused by the incompleteness of reference transcrip-
tome. Given a reference transcriptome or a reference splice junctions, we use “unannotated” to
describe an item if it does not appear in the reference. The adjustable anomalies are likely caused
by the error in the quantification probabilistic model or optimization algorithm.

Anomaly categorization is done by reassigning the reads across the isoforms using linear
programming (LP) and checking whether the anomaly score becomes insignificant after the re-
assignment. Otherwise, it is labeled an adjustable anomaly. The LP also produces a new set of
read assignments for the adjustable anomalies. An adjusted abundance estimation is constructed
by combining the new read assignments of the transcripts with adjustable anomalies with the
original read assignments of the other transcripts. This combined expression quantification is
referred to as SAD-adjusted quantification. If the anomaly score remains significant after the
reassignment, the anomaly is labeled an unadjustable anomaly.

3.1.2 An anomaly detection score

Definition 9 (Expected coverage distribution). Given transcript t with length l, and a fragment
f that is sequenced from t, the starting position of f is a random variable with the possible
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Figure 3.2: Diagram of SAD. SAD detects anomalies by calculating an anomaly score and the
significance of its value. To further distinguish the potential cause of the anomalies, it reas-
signs the reads across isoforms and checks whether the anomaly score becomes insignificant
after reassignment. The anomalies whose anomaly scores become insignificant are categorized
as adjustable anomalies and considered to be caused by quantification algorithm mistake. The
anomalies whose anomaly scores remain significant are categorized as unadjustable anomalies
and considered to be caused by external reasons. When the expected coverages are accurate, the
external reason is likely the incompleteness of the reference transcriptome.

59



positions {1, 2, 3, · · · , l} as its domain. The expected coverage distribution of t is the probability
distribution of the starting position of any fragment f . The expected coverage distribution for
each transcript t sums to 1.

With a non-zero fragment length, the viable starting position excludes the last several posi-
tions in the transcript. Given a minimum fragment length, it is not possible for a fragment to
start at a position within a distance of the minimum fragment length to the end of the transcript.
The probability of such positions is set to 0. After aligning and assigning the sequencing reads to
transcripts, the number of fragments starting at each position can be counted; this is referred to as
the observed coverage. The observed coverage can be converted to distribution by normalizing
the coverage to sum to 1. The normalized observed coverage is called the observed coverage
distribution, which is comparable to the expected coverage distribution.

We use a slightly different definition of coverage from its classic meaning. We define the
coverage of each transcript position to be the number of fragments starting at this position, while
the classic definition considers the number of fragments spanning the position. We use the frag-
ment start definition for calculating both the observed and the expected coverage distribution.
The observed and the expected coverage are comparable if they are calculated using the same
definition. Since the fragment length distribution is often assumed to be a Gaussian distribution
with a smaller variance compared to the mean, the coverage distribution under the fragment start
definition is approximately the same as the one under the classic definition plus a shift.
Definition 10 (Regional over-(under-)expression score). Given transcript t with length l, denote
the expected coverage distribution as exp, and the observed coverage distribution as obs, the
over-expression score of region [a, b] (1 ≤ a < b ≤ l) is

Ot(a, b) = max

{∑
a≤i≤b

(obs[i]− exp[i]), 0
}
. (3.1)

where index i denotes the positions in the transcript. The under-expression score of region [a, b]
is

Ut(a, b) = max

{∑
a≤i≤b

(exp[i]− obs[i]), 0
}
. (3.2)

The over-expression and under-expression scores are defined as the probability difference
between the observed coverage and the expected coverage distribution within region [a, b]. The
probability difference represents the degree of inconsistency between the two distributions at the
given region. The scores indicate the fraction of reads to take away (or add to) from the region
in order for the two distributions to match each other.
Definition 11 (Transcript-level anomaly score). For a transcript twith length l, the over-expression
anomaly of the transcript is defined as

OAt = max
1≤a<b≤l

Ot(a, b) . (3.3)

The under-expression anomaly of the transcript is defined as

UAt = max
1≤a<b≤l

Ut(a, b) . (3.4)
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These transcript-level anomaly scores are defined by the largest over- or under-expression
score across all continuous regions.

3.1.3 Probabilistic model for coverage distribution

The value of the anomaly score cannot be directly used to indicate an anomaly because its value
can be confounded by transcript abundances and the estimation error of the expected distribution.
When there are only a few reads sequenced from the transcript, randomness in read sampling
can dominate the observed distribution. Because of this, the observed distribution will have large
fluctuations along the transcript positions, and thus appear to have a large deviation from the
expected distribution. In addition, when the estimation of the expected distribution is inaccurate,
the difference between the two distributions can also be large. To address these two confound-
ing factors, we model the relationship between the coverage distributions using a probabilistic
framework and calculate the p-value of the anomaly score. With the statistical significance of an
anomaly score, we are able to distinguish between true quantification anomalies and randomness
from known confounding factors.

exp

obs est Σ

µ

t

Multi(n, exp) N(exp+ µ,Σ)

Figure 3.3: The probability model of the expected distribution, the observed distribution, and
the estimator of the expected distribution. exp is the expected coverage, obs is the observed
coverage, est is the estimation for the expected coverage. Here, exp is a hidden variable, while
obs and est are observed. obs follows a multinomial distribution parameterized by the number
of reads n and the expected coverage exp. est follows a Gaussian distribution with mean shift
µ and covariance matrix Σ. We assume that the estimation errors of the expected coverage have
the same pattern for all transcripts, and therefore µ and Σ are shared among all transcripts.

We model the value of the anomaly score probabilistically given the two confounding factors
(Figure 3.3). We use the model to indicate the distribution of the anomaly score under the null
hypothesis that it is not a true anomaly. For the transcript abundance confounding factor, we
assume the observed distribution is generated from the hidden expected distribution through a
multinomial distribution parameterized by the given number of reads, n:

obs ∼ multinomial(n, exp). (3.5)

For the estimation error of the expected distribution, we assume the error in the expected dis-
tribution is Gaussian with mean µ and covariance Σ. Let est to be estimation of the expected
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distribution and let exp be the true hidden expected distribution, the estimation error follows:

est− exp ∼ N(µ,Σ). (3.6)

We further assume that the Gaussian estimation error is generally the same across all transcripts.
In practice, transcripts have different lengths and the Gaussian error vectors differ relative to the
lengths. We therefore separate positions in each transcript into several bins and transcripts with
similar lengths have the same number of bins. A shared mean shift parameter µ and covariance
Σ is estimated for the transcripts with the same number of bins.

The variables and parameters of the model (Figure 3.3) can be retrieved or estimated as
follows. obs refers to the observed distribution and can be retrieved from the quantification
algorithm (Section 3.1.14). est refers to the estimation of the expected distribution, which is
processed from the bias correction result of the quantification (Section 3.1.14). exp stands for
the expected coverage distribution that is latent. µ and Σ in the probability could be estimated
with a Bayesian estimator or maximum a priori (MAP) estimator with a likelihood function.
Using subscript t to represent transcripts, the likelihood function is

L(µ,Σ) =
∏
t

∫
expt:expt≥0,

∑
expt=1

P(obst | expt)P(estt | expt, µ,Σ)P(expt)d(expt) . (3.7)

However, the above likelihood function does not have a closed form solution and may require
using expectation maximization (EM) for optimization. Instead, we estimate µ and Σ using
the following approximation: the multinomial distribution for the observed coverage can be
approximated by a Gaussian distribution when the number of reads n is large enough:

obs ∼Multi (n, exp)
n−→∞−→ N

(
exp,

f(exp)

n

)
(3.8)

where f : Rm −→ Rm×m maps the m-dimension probability vector of the multinomial dis-
tribution into the covariance matrix of the approximating multi-variate Gaussian distribution.
Therefore, the difference between obs and est can be approximated by the following Gaussian
distribution

est− obs ∼ N

(
µ,Σ +

f(exp)

n

)
n−→∞−→ N(µ,Σ) . (3.9)

We therefore approximate µ and Σ by selecting transcripts with enough reads for each length
group, and fit a Gaussian distribution to est− obs of the selected transcripts.

This probabilistic model serves as the null model that assumes the transcript is not an anomaly.
That is, the model describes the distribution of the anomaly score under the case where the de-
viation between the observed and the expected distribution is only due to the two confounding
factors: read sampling randomness of sequencing and the estimation inaccuracies of the expected
distribution. When the deviation is so large that this null model cannot explain it, we attribute
the deviation to an anomaly. To determine whether the deviation is so large that it is unlikely
to be observed under the null model, a p-value is calculated. The details of this calculation are
explained below.
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3.1.4 Statistical significance of the anomaly score
The statistical significance of a value of the anomaly score is the probability of observing an
even larger anomaly value given the probabilistic model. Let Ot(a, b) and Ut(a, b) be the random
variables of the regional over- and under-expression score of region [a, b], and let ot(a, b) and
ut(a, b) be the corresponding observed values. Similarly, let OAt and UAt be the random vari-
able of transcript-level anomaly score, and oat and uat be the corresponding observed values.
The p-values for a regional over- and under-expression score are

p-value of Ot(a, b) = P(Ot(a, b) > ot(a, b) | exp, n, µ,Σ)

p-value of Ut(a, b) = P(Ut(a, b) > ut(a, b) | exp, n, µ,Σ)
(3.10)

where exp, n, µ and Σ are defined as in Figure 3.3. The p-values for transcript-level over- and
under-expression anomaly score are

p-value of OAt = P (OAt > oat | exp, n, µ,Σ)

p-value of UAt = P (UAt > uat | exp, n, µ,Σ) .
(3.11)

The statistical testing of the transcript-level anomaly score is more strict to the null hypothesis
than that of the regional one, and tends to have a larger p-value. Given transcript t and the largest
over-expressed region [i, j], the following inequality between the two p-values holds:

p-value of OAt = P
(

max
1≤a<b≤l

Ot(a, b) > oat | exp, n, µ,Σ
)

= P
(

max
1≤a<b≤l

Ot(a, b) > ot(i, j) | exp, n, µ,Σ
)

≥ P(Ot(i, j) > ot(i, j) | exp, n, µ,Σ)

= p-value of Ot(i, j) .

(3.12)

Conceptually, because the whole transcript contains multiple regions that may have a large over-
(under-) expression score, it is easier to observe a large over- (under-) expression score when we
look at all possible regions compared to when we focus on only one specific region. From the
perspective of statistical testing, the p-value ofOAt and UAt tend to be larger and less significant
than those of Ot(a, b) and Ut(a, b) for any region [a, b]. Taking advantage of the different level
of strictness about the null model, we use the significance of Ot and Ut for the initial selection
of anomalies to adjust read assignment, and use the significance of OAt and UAt for the final
selection of anomalies within the unadjustable anomaly category.

The p-value of both anomaly scores can be calculated empirically. Specifically, the hidden
expected coverage can be sampled from the estimation using multi-variate Gaussian distribution,
and the observed coverage can be sampled from the new hidden coverage using multinomial
distribution. The null distribution for Ot(a, b), Ut(a, b), OAt and UAt can be generated using the
sampled observed and hidden expected coverage. The empirical p-value is the portion of times
that the anomaly scores exceed the observed valued in the null distribution.

We also derive a numerical approximation for the p-value of regional anomaly score. Em-
pirical p-value calculation requires sampling distributions from a multinomial or multi-variate
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Gaussian distribution multiple times, which takes a long time computationally. A numerical
approximation without sampling can greatly reduce the calculation time. Denote the region as
[a, b] and the current under-expression anomaly score as v. The significance of the over- (under-)
expression score under regional null distribution is given by

p-value of Ut(a, b) = P

(
b∑
i=a

(exp[i]− obs[i]) > v |
b∑
i=a

est[i]

)

= P

(
b∑
i=a

obs[i] <
b∑
i=a

exp[i]− v |
b∑
i=a

est[i]

)

=

∫
x

GaussianPDF

(
x |

b∑
i=a

est[i], µ,Σ

)
P

(
b∑
i=a

obs[i] < x− v
)
dx

=

∫
x

GaussianPDF (x | ν, σ)BinomCDF (n ∗ (x− v) | n, x) dx

(3.13)
where x =

∑b
i=a exp[i], ν =

∑b
i=a(est[i]−µ[i]), σ =

∑b
i=a

∑b
j=a Σ[i, j] and n is the number of

reads assigned to the transcript. In the numerical approximation, the function inside the integral
is approximated by a step function with small step sizes of x and the integral is approximated
by summing up the area under the step function. Since the regional anomaly score focuses on a
fixed region, the multinomial distribution can be collapsed into binomial distribution to represent
the probability of generating a read from that region. The multi-variate Gaussian distribution
can also be collapsed to a single-variate Gaussian distribution to present the expected estimation
bias and variance of the region. With all multi-variate distributions collapsed into single-variate
distributions, it is feasible to numerically calculate the integral in equation (3.13). In SAD, the
p-value of the regional over- (under-) expression score is always calculated using the numerical
approximation, while the p-value of the transcript-level anomaly is calculated empirically by
sampling.

In practice, we do not calculate the p-value for transcripts with very low abundance. When the
randomness of read sampling is very large, we simply assume that the p-value will be dominated
by the randomness instead of anomalies. We only calculate a p-value for transcripts with average
base pair coverage > 0.01. Using a threshold of 0.01 is equivalent to requiring that on average
at least one read is sequenced for every 100 base pairs.

Benjamini-Hochberg correction is used to control the rate of falsely discovered transcripts
with regional or transcript-level expression anomaly. A threshold of 0.05 is used in the regional
anomaly score. For transcript-level anomalies, 0.01 is used as the threshold. The varied thresh-
olds are set according to their separate purposes: regional anomalies are the initial candidates
and do not need to be as precise; after read reassignment, the transcript-level anomalies are the
final predictions of unadjustable anomalies and require higher precision.

3.1.5 Categorizing anomalies by read reassignment
We categorize the causes of anomalies into whether or not they are caused by read assignment
mistakes of the quantifier’s probabilistic model. This is done by seeking an alternative read
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assignment for the transcripts with significant regional anomaly score to reduce the inconsistency
with the expected coverage.

We use linear programming (LP) to reassign the reads in anomalies. The LP formulation
tries to use a linear combination of the expected distributions to explain the aligned reads. By ex-
plicitly using the expected coverage to re-distribute the observed number of reads, the deviation
between the observed and the expected distribution after the re-distribution is naturally reduced.
Accordingly, the anomaly score will decrease and the p-value will increase. We apply LP redis-
tribution separately for each gene since most mis-assignments of reads by the quantifier occur
among isoforms of the same gene rather than across genes and gene-level expression estimation
is more accurate than isoform-level quantification [28, 142].

The formulation of the LP is

min
{αt : t∈T}

∥∥∥∥∥∑
t

αtexpt −
∑
t

obst

∥∥∥∥∥
1

+
∑
j∈J

∥∥∥∥∥
(∑

t

αtδ
j
t expt −

∑
t

obsjt

)
· P j

∥∥∥∥∥
1

s.t. αt ≥ 0 (∀t ∈ T )

(3.14)

where t is the index for transcript set T and j is the index of splicing junction set J . Let n be the
length of the unique exon positions of the gene. expt ∈ Rn is the expected coverage distribution
(normalized) for transcript t under gene level coordinate. obst ∈ Rn is the observed coverage
(unnormalized) for transcript t under gene level coordinate. obsjt ∈ Rn is the observed coverage
of reads that are assigned to transcript t and spanning junction j. δjt is an indicator that takes
value 1 if transcript t has splicing junction j and 0 otherwise. P j ∈ {0, 1}n indicates which
positions are considered close to junction j. Specifically, entries of P j that represent positions
50 bp to the 5′ side of the splicing junction position are 1 and the rest are 0. “·” is the dot product.

In the LP objective function multiple isoforms of various lengths are included in the same
matrix expression. A coordinate conversion is needed to adjust the coverages of multiple iso-
forms to have the same length. Because each reassignment is performed on isoforms within the
same gene, the coverage in transcript coordinates is converted to gene coordinates. In the gene
coordinates, each nucleotide is indexed in the sequence of the concatenation of unique exons (or
subexons) of the gene. For a given transcript, the coverage is set to 0 for the exons it does not
contain.

Let I1 = ‖∑t αtexpt −
∑

t obst‖1 be the first term in the objective function. This is the main
minimization goal to reassign reads to isoforms according to their expected coverage distribution.∑

t obst is the aggregated read coverage along the gene. Under the assumption of correct gene-
level read assignment but deviated transcript-level read assignment, obst may not represent the
correct read coverage of transcript t, but

∑
t obst represents the correct coverage of the gene.

This term seeks to use a linear combination of expected coverage distributions to explain the
observed gene coverage.

Let I2 =
∑

j∈J

∥∥(∑
t αtδ

j
t expt −

∑
t obs

j
t

)
· P j

∥∥
1

be the second term in the objective func-
tion. This term serves as a penalty on the coverage inconsistency around each splicing junction.
Because the coverages store only the fragment start positions but not the junction spanning in-
formation, a fragment aligning onto a retained intron may have the same starting position of
another fragment spanning a splicing junction. Thus an additional penalty is added to control the
assignment of junction-spanning reads. The penalty imposed by I2 encourages that the coverage
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of the junction-spanning reads should be explained by a linear combination of the expectation
from transcripts with the junction. When transcript t does not contain splicing junction j, we set
δjt = 0 to make sure that transcript t has no contribution to the junction coverage. The start po-
sitions of the junction-spanning reads are usually near the 5′ side of the junction. Start positions
separated from the junction can contain reads both spanning and not spanning the junction. We
specify a 50 bp window to the 5′ side of the junction to enforce that penalty to be restricted to
the most relevant positions to each splicing junction.

Variables αt stand for the expected number of expressed reads from transcript t. To obtain
the actual number of reads reassigned to transcript t at position k, we re-distribution the junction
reads and non-junction reads in proportion to αt. Specifically, the reads starting at position k
and spanning junction j are assigned to transcript t with weight

(∑
t′ obs

j
t′ [k]

) αtδ
j
t expt[k]∑

t′ αt′δ
j

t′expt′ [k]
.

Let nt[k] be the sum of weights assigned to t at position k. The actual total number of reads
reassigned to transcript t is

∑
k nt[k].

After adjusting read assignments using the LP, some transcripts have an insignificant transcript-
level anomaly score. These transcripts are labeled “adjustable anomalies” and are considered
to have misquantifications due to quantification algorithm mistakes. On the other hand, if the
transcript-level anomaly scores are still significant, the corresponding transcripts are labeled
“unadjustable anomalies”. Assuming the expected distributions are estimated with reasonable
accuracy, we suspect the unadjustable anomalies are affected by the expression of unannotated
transcripts’ expression and indicate incompleteness of the reference transcriptome. Benjamini-
Hochberg correction is used to adjust the p-value of transcript-level anomaly score to control for
the false positive labeling of anomalies for all transcripts.

3.1.6 Reducing number of transcripts involved in reassignment

In practice, we try to keep the number of transcripts involved in the LP as small as possible.
When the quantification of a transcript is good enough, reassigning the reads may lead to a
decrease of quantification accuracy. The correctness of the LP reassignment largely depends
on the accurate estimation of the expected distribution. However, the accuracy assumption of
the expected distribution may not hold for all transcripts. An inaccurate estimation at some
positions for one transcript can perturb the reassignment result across all involved isoforms. The
perturbation can be large when the coefficient matrix in the LP has a large condition number
(called ill-conditioned), which tends to occur more often as the number of isoforms involved in
the LP increases. The ill-condition will make the output very sensitive to a small change or error
of the input distributions. To reduce this problem in the LP reassignment, we only apply the
LP reassignment on a small number of isoforms and reset the other isoforms to the quantifier’s
read assignments. The choice of isoforms is determined by the following principle: the largest
number of transcripts should have insignificant regional anomaly scores across all regions while
at the same time minimizing the number of isoforms involved in the LP.

To obtain the largest number of transcripts with insignificant regional anomaly scores, we
initially run the LP using all transcripts. Then we exclude each transcript one-by-one from the
LP. If excluding a transcript from the LP does not change the set of transcripts with insignificant
regional anomaly scores, the transcript is excluded forever from the LP, otherwise, it is kept in
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the LP. When excluding any transcript from the LP increases the number of transcripts with sig-
nificant regional anomaly scores, the iterative process is terminate and the final set of transcripts
involved in LP is determined.

3.1.7 Results: examples of detected anomalies
We provide some examples of the detected anomalies found by applying SAD to 30 GEU-
VADIS [73] and 16 Human Body Map datasets [1]. The 30 GEUVADIS samples are ones used
in the work of [113], in which 30 lymphoblastoid cell lines from the Toscani in Italia (TSI) pop-
ulation are sequenced at two different sequencing centers. The Human Body Map project data
consists of 16 samples each from a different tissue, including adrenal, adipose, brain, breast,
colon, heart, kidney, liver, lung, lymph, ovary, prostate, skeletal muscle, testes, thyroid, and
white blood cells.

SAD identifies an adjustable anomaly in the gene TMEM134 in the kidney sample from
the Human Body Map dataset. The TMEM134 gene encodes a trans-membrane protein that
is associated with Parkinsons disease [65]. One isoform (ENST00000545682.5) of this gene
has an under-expression anomaly after its first splicing junction (Figure 3.4A). See Appendix
Figure 3.8 for IGV visualization. This under-expression anomaly can be adjusted by reassigning
reads to this isoform from another isoform, ENST00000537601.5 (Figure 3.4B). The expression
estimates are changed according to the adjustment: before adjustment, the isoform with the
under-expression anomaly has a 1.4 times larger expression than the other isoform, and after
adjustment, the ratio of expression is enlarged to 9.0. The two isoforms are different from each
other by two splicing junctions (Figure 3.4C). With the quantification more consistent with the
read coverage of both isoforms, the analysis on the function and effect of the alternative splicing
may benefit.

Another example of an adjustable anomaly is within the BIRC3 gene in one GEUVADIS
sample. This gene is involved in apoptosis inhibition under certain conditions. The second half
of the isoform ENST00000532808.5 is under-expressed under Salmon’s read assignment (Fig-
ure 3.4D). See Appendix Figure 3.9 for IGV visualization. Reassigning the reads between this
isoform and another isoform, ENST00000263464.7, removes the under-expression phenomenon
(Figure 3.4E) and at the same time alters the expression level of both isoforms. The original
expression abundances of the two isoforms were similar to each other, but after SAD adjustment
the expression of ENST00000263464.7 is 3 times that of ENST00000532808.5. The two iso-
forms are different in their starting and ending positions but have the same set of internal exons.
The protein domains between the two isoforms are the same according to Pfam [35] annotations
(Figure 3.4F) but the 5’ and 3’ UTR sequences are different.

SAD also reveals unadjustable anomalies in isoforms that have a different set of protein
domains from the other isoforms of the same gene. For example, gene UBE2Q1 and gene
LIMD1 in the heart sample of the Human Body Map dataset contain unadjustable anomalies
(Figure 3.5A-B, Appendix Figure 3.10). In both genes, the protein domains in the anoma-
lous isoform are different from those in the other annotated isoforms: ENST00000292211.4
of gene UBE2Q1 is the only annotated isoform that has ubiquitin-conjugating enzyme domain,
and ENST00000273317.4 of gene LIMD1 contains three zinc-finger domains annotated by Pfam
while the other isoforms only contain two or zero. The over-expressed regions of both genes
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Figure 3.4: Examples of adjustable anomalies. (A)–(C) The kidney sample of the Human Body
Map dataset. (A) Red and blue points are the observed and expected coverage distribution before
SAD adjustment. The expected distribution is the Salmon-estimated expected distribution sub-
tracted by the mean of Gaussian error. Each point is a 50 bp bint. There is an under-expression
in transcript ENST00000545682.5 after its first splicing junction (top), marked by the red box.
Another transcript is involved in the adjustment (bottom). (B) The distributions of the same pair
of transcripts after SAD adjustment. (C) The protein domain annotation of the two transcripts.
Exon regions are expanded and intron regions are reduced for readability purpose. The under-
expression anomaly region is marked by the red boxes. (D)–(F) A sample from the GEUVADIS
dataset (accession ERR188088). Each panel has the same axes and color coding as previous
three panels.
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Figure 3.5: (A) An example of unadjustable anomaly of gene UBE2Q1 (B) An example of un-
adjustable anomaly of gene LIMD1. Both examples are found in the heart sample of the Human
Body Map dataset. Red and blue points are the observed and expected coverage distribution
of the anomaly transcripts, and the blue shade is the standard deviation of the expected distri-
bution estimation. The red box indicates the under-expression anomaly region. (C) The start
and end proportion of the over- (under-) expressed regions of common anomalous transcripts.
The red diagonal line separates between anomalies of which the over- (under-) expression re-
gions mainly overlaps with the first half (5′ half), and the second half (3′ half) of the transcripts.
The over-expressed regions mainly overlap with the first half of the anomalous transcript, and
the under-expressed regions mainly overlap with the second half. (D) Histogram of the number
of exons spanning the under-expressed region of the common anomalies. Y-axis is the count
summed over all 46 samples. The under-expressed region usually only contain one or a partial
exon.
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contain the full set of protein domains, while parts of 3’ UTRs are barely expressed for both
anomalies. The large unexpressed regions suggest the unadjustable anomalies are unlikely to
be explained by the inaccuracy of the expected distribution, instead they imply the existence of
unannotated isoforms. The Scallop transcript assembler [137] is able to assemble a unannotated
sequence of LIMD1 without the under-expressed region, thus supporting this detected anomaly.
Studies have shown that alternative cleavage can generate isoforms with various 3′ UTRs in some
cells [52] and the length of the 3′ UTR is correlated with the transcript degradation rate [178].
The detected unadjustable anomalies may be an example of such alternative cleavage or lower
degradation rate.

3.1.8 Results: adjustable anomalies give an adjusted quantification that
reduces false positive differential expression detections

The adjusted quantification of SAD reduces the number of false positive calls in detecting dif-
ferentially expressed transcripts. Previously, [113] showed that the 30 TSI samples from GEU-
VADIS dataset [73] likely do not have differentially expressed transcripts, but quantification
mistakes can lead to false positive differential expression (DE) predictions across sequencing
center batches. They also showed that a more accurate quantification can reduce the number
of false positive detections. We apply SAD to the same samples and compare the number of
differentially expressed transcripts detected using Salmon’s original quantification and the SAD-
adjusted quantification. There are 1938 – 3385 adjustable anomalies within each sample, each
of which have SAD-adjusted expression estimates. The estimates for the rest of the transcripts
remain the same as Salmon. Differential expression is inferred by DESeq2 [95] on the transcript
level. With Salmon expression estimates, 6088 – 13 555 transcripts out of 198 541 are detected
to be differentially expressed across the two sequencing centers under various FDR thresholds.
With SAD-adjusted quantification, the relative number of DE transcripts is reduced by 2.29% –
3.84% (Table 3.1). This provides evidence that these anomalies are likely real misquantifications
that are correctable using a different read reassignment procedure.

FDR Salmon SAD-adjusted percentage reduced

0.01 6088 5854 3.84%

0.05 10132 9907 2.46%

0.1 13555 13316 2.29%

Table 3.1: The number of DE transcripts detected at a given FDR threshold by using Salmon and
SAD-adjusted quantification. Among the 30 samples, there should not be any DE transcripts.
With SAD-adjusted expression quantification, the number of false positively detected DE tran-
scripts is reduced.

An isoform of gene HDAC2 and an isoform of gene NDUFA13 are two examples of tran-
scripts that have decreased p-value of differential expression after SAD adjustment. Gene
HDAC2 encodes proteins to form histone deacetylases complexes and is important in transcrip-
tional regulation [112]. One of its isoforms, ENST00000519065.5, is differentially expressed
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Figure 3.6: Changes in statistics of DE detection by using SAD-adjusted quantification for ad-
justable anomalies. (A) Absolute log2-fold change between the two sequencing centers for the
transcripts labeled as DE under Salmon but not under SAD-adjusted quantification. (B) Standard
error of the log2-fold change between sequencing centers for the transcripts that are labeled as
DE under Salmon but not under SAD-adjusted quantification. (C,D) Two examples of transcript
that is detected as DE by Salmon but not detected by SAD-adjusted quantification. Each box
indicates the range of estimated expression across RNA-seq samples corresponding to each se-
quencing center. (E) Standard error of the log2-fold change for all transcripts under Salmon and
SAD-adjusted quantification. (F) Absolute log2-fold change between the two sequencing centers
for all transcripts.
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with an adjusted p-value of 0.0008 under Salmon quantification. SAD adjusts its expression by
redistributing its reads to the other 16 transcripts of the gene, increasing the p-value of differential
expression to 0.075 (Figure 3.6C). With SAD-adjusted quantification, this isoform is not differ-
entially expressed under a p-value threshold of 0.05 or 0.01. The gene NDUFA13 encodes a sub-
unit of the mitochondrial electron transport chain [112]. Over-expression or under-expression of
the gene has been associated with multiple cancer types [100]. Transcript ENST00000428459.6
from this gene was significantly differentially expressed. After SAD reassigns reads from the
other transcripts to it, the transcript is no longer differentially expressed (Figure 3.6D).

Whether a transcript is detected to be differentially expressed under SAD-adjusted quantifi-
cation may be influenced by that only some of the samples undergo the quantification adjustment
of the transcript. In the case where the transcript abundances are similar within each condition
and are adjusted only in a subset of samples, the within-condition variance may increase, the
p-value of DE may increase, and the transcript is less likely to be detected as DE under a given
FDR threshold. In this case, DE detection is more conservative by using SAD-adjusted quantifi-
cation. When the conservation is preferred, especially when trying to avoid uncertain DE calls
due to the inconsistencies between the observed and the expected coverage distribution, using
SAD-adjusted quantification is helpful. Nevertheless, the influence of the partial adjustment is
mild because the majority of the DE predictions under Salmon and SAD-adjusted quantification
agree with each other. Many transcripts do not have an increased within-condition variance as
what partial adjustment may induce (Figure 3.6E). The switch from DE to not DE after SAD-
adjustment is not purely caused by the increase of within-condition variance, but the decrease of
across-condition expression differences is also a contributor as well (Figure 3.6A–B). In the case
where the abundances are adjusted for all samples in one condition but no samples in the other, it
is not predetermined whether the DE detection is more conservative or more aggressive. Whether
the transcript is detected as DE depends on whether the adjustment increases or decreases the ex-
pression difference between the conditions. Both increase and decrease of expression differences
happen with similar frequency empirically (Figure 3.6F).

Occasionally, there are are multiple optimal solutions to the likelihood function of quantifi-
cation models and the quantifier will output only one of the optimal solutions. The multiple op-
tima scenario is called the non-identifiability problem, and the transcripts with multiple optimal
abundances are said to have non-identifiable abundances. However, the majority of anomalies
detected by SAD do not suffer from the non-identifiability problem (Appendix Figure 3.11B).
Accordingly, the SAD-adjusted quantification is not another optimal solution to Salmon’s objec-
tive, but rather an assignment under a different model. The quantification improvement using
SAD’s adjusted anomalies lies in the model of using the expected coverage to explain the ob-
served coverage. See Method Section for how non-identifiable transcripts were detected.

3.1.9 Results: common unadjustable anomalies tend to have an under-
expressed region in the 3’ exon

Applying SAD reveals 774–1288 unadjustable anomalies per sample on the 30 GEUVADIS sam-
ples, and 2029–8269 per sample for the 16 Human Body Map samples. Among the unadjustable
anomalies, 88 of them are common in all samples in both datasets (the full list can be downloaded
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from https://doi.org/10.5281/zenodo.4048493). The 88 common unadjustable
anomalies span 22 chromosomes. The genes they belong to have various numbers of annotated
isoforms ranging from 1 to 15. The common unadjustable anomalies generally follow the tran-
script length distribution of the commonly expressing transcripts (Appendix Figure 3.11A).

For most of the common anomalies, the over-expressed regions tend to mainly overlap
with the first half of the transcripts near the 5′ end (Figure 3.5C). Correspondingly, the under-
expressed regions are usually located towards the second half of the transcripts near the 3′ end.
The under-expressed anomaly regions usually only span one exon or a partial exon (Figure 3.5D).
Assuming the bias model in Salmon estimates the expected distribution with reasonable accuracy,
the unadjustable anomalies are likely to indicate the existence of unannotated transcripts. These
unannotated transcripts will share the over-expressed region and exclude the under-expressed
region compared to the anomalous transcripts. That is, they will have the same intron chain but
different transcript ending locations.

About 40%–60% of the detected unadjustable anomalies have a corresponding unannotated
isoform assembled by transcriptome assembly algorithms, specifically StringTie [115] and Scal-
lop [137] (Appendix Figure 3.12A–B). (See Method Section for the details of running tran-
scriptome assembly software.) An assembled isoform corresponds to a predicted unadjustable
anomaly if the assembled isoform contains all the splicing junctions within the over-expressed
region and excludes at least half of the under-expressed region. Meanwhile, the rest 40%–60% of
the unadjustable anomalies do not have a corresponding isoform assembled by transcriptome as-
semblers. Assuming the expected coverage distribution is modeled correctly, these unadjustable
anomalies are likely to indicate true unannotated isoforms that are not able to be detected by
transcriptome assemblers. The sensitivity of assembling unannotated transcripts is usually low,
which partially explains the difference between the existence of unannotated isoforms indicated
by unadjustable anomalies and by transcriptome assembly methods.

While we hypothesize that the unadjustable anomalies are caused by the existence of unan-
notated transcripts, we cannot rule out the possibility that some of the unadjustable anomalies
can be an artifact of inaccurate modeling of the expected coverages or an unsuitable assumption
of the Gaussian error of the expected coverages. Neither is it clear whether the unannotated
transcripts are natural, well-functioning isoforms, or non-functioning sequences due to errors in
transcription, or alternative cleavage and polyadenylation that retain various lengths of UTR [52].

3.1.10 Results: simulation supports the accuracy of SAD for detecting and
categorizing anomalies

On simulation data, the predictions of both unadjustable and adjustable anomalies precisely cap-
ture the misquantification due to those causes. We created 24 datasets by varying the number of
simulated unannotated isoforms, the gene annotations, and the expression matrices. (See Method
Section for the details of the simulation procedure.)

Unadjustable anomalies are able to predict the existence of simulated unannotated isoforms
that do not contain unannotated splicing locations with 3%–35% higher precision than transcrip-
tome assembly methods (Figure 3.7A–B). Precision is computed as the fraction of “marked”
genes that contain simulated transcripts that are unannotated in the reference. For SAD, a gene
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Figure 3.7: Prediction accuracy of transcript expression by SAD-adjusted quantification and of
unannotated isoform existence by SAD unadjustable anomalies in simulated data. (A) Precision
of unannotated isoform detection using SAD unadjustable anomalies and StringTie assembly.
Point color and shape refers to different simulation settings. The simulated unannotated iso-
forms do not contain unannotated splicing junctions, but only contain unannotated starting /
ending sites, or unannotated combinations of known splicing junctions. (B) Precision of unan-
notated isoform detection using SAD unadjustable anomaly and Scallop. (C) Sensitivity of the
unadjustable anomalies of SAD. The boxes and the violins in the next panel indicate the ranges of
y-axis values across simulated datasets. (D) Quantification accuracy improvement of SAD com-
pared to original Salmon. Each violin refers to a subset of transcripts where the corresponding
genes contain a certain number of isoforms in the adjustment according to the x-axis. “Overall”
in the x-axis is the overall mean ARD improvement of all adjusted isoforms. (E) Overall quan-
tification accuracy improvement of SAD compared original Salmon under four metrics. Positive
values indicate higher accuracy achieved by SAD.
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is marked if it contains a transcript that is detected as an unadjustable anomaly. For the transcript
assembler, a gene is marked if it has an assembled transcripts with predicted RPKM ≥ a param-
eter θ, and that transcript either: (1) only uses existing splicing junctions and does not match the
intron chains of any existing transcript or (2) matches the intron chain of an existing transcript,
but has a starting position or stopping position more than 200 bp away from the matched existing
transcript. The parameter θ is chosen so that the transcript assembler marks the same number of
genes as SAD does.

Note in this comparison, we compute precision only considering isoforms that use existing
splicing junctions in unannotated combinations or with alternative start or termination locations.
These are generally the harder transcripts to detect, since for these isoforms, transcript assembly
methods can only depend on coverage to assemble transcripts. SAD benefits from using the well
modeled expected coverage distribution to identify unadjustable anomalies. On the other hand,
the main advantage of SAD is precision, but not sensitivity, because not all unannotated isoforms
will significantly alter the coverage of known ones (Figure 3.7C).

In addition, the LP read reassignment is more accurate than the original Salmon quantifi-
cation [113] on the adjustable anomalies in simulated data (Figure 3.7D–E). The accuracy of
quantification is measured by mean ARD (absolute relative difference) [113]. ARD is calculated
by taking the absolute difference between the estimation and the true expression and normaliz-
ing it by the sum of the estimation and the truth. A smaller value of mean ARD indicates an
estimator that is closer to the ground truth. The decrease of ARD on adjustable anomalies is
usually more than 0.05. The accuracy improvement of SAD decreases as more isoforms of one
gene are involved in the read reassignment. The decrease of improvement is possibly because
small estimation errors in the expected distribution are magnified when the LP coefficient ma-
trix used by SAD is large in size and potentially ill-conditioned. When the coefficient matrix is
ill-conditioned in the linear system, the output can greatly change even with a small error in the
input.

3.1.11 Results: unadjustable anomalies detected based on RSEM have
20% – 50% overlap with those detected based on Salmon

To show the applicability of the anomaly detection method on multiple quantification methods,
we apply anomaly detection using the RSEM [78] quantifier and identify unadjustable and ad-
justable anomalies in the same 30 GEUVADIS samples and 16 Human Body Map samples. See
the Method Section for the details of obtaining the expected and observed coverage distribu-
tions from RSEM. With these coverages, the anomaly detection and categorization methods we
present are able to be directly applied.

About 20%–50% of the RSEM unadjustable anomalies are shared with the ones detected
using Salmon [113] (Appendix Figure 3.12C–D). The expected distribution estimated by RSEM
only depends on the positional bias and is computed at a coarser resolution than is modeled in
Salmon. RSEM does not model sequence-specific or GC content biases. Therefore, it is not
surprising that there is a large difference between unadjustable anomalies based on Salmon and
those based on RSEM. Indeed, the percentage is much higher than random (hypergeometric
test p-value < 10−300). These results show that when applied with quantifiers that coarsely esti-
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mate the expected distribution, the anomaly detection method can still predict many unadjustable
anomalies.

There are 219 – 527 transcripts per GEUVADIS sample and 509 – 1972 per Human Body
Map sample that are detected to be unadjustable anomalies only under RSEM quantification.
For the ones that are detected as unadjustable anomalies only under Salmon quantification, the
number is 258 – 714 per GEUVADIS sample and 1168 – 5657 per Human Body Map sample.
The causes of the difference include: (1) Salmon and RSEM estimate different expected cover-
ages but assign similar observed read coverages to the transcript (Appendix Figure 3.13A–B); (2)
Salmon and RSEM assign obtain different observed coverages (Appendix Figure 3.13C–F) and
the difference remains after SAD read re-assignment; (3) both expected coverages and observed
coverages are similar for Salmon and RSEM, but the variances of Gaussian error in the expected
distribution estimation are different (Appendix Figure 3.13G–H); (4) a mixture of the above
causes. When the cause of different predictions is due to the difference in Gaussian error vari-
ances, Salmon tends to predict the transcripts as unadjustable anomalies while RSEM may not.
The expected coverage in RSEM is estimated only based on positional bias, which is coarser and
usually farther away from the observed read coverage than Salmon’s expected coverage. Thus
the variance of the Gaussian estimation error is usually larger in RSEM than in Salmon. When
the variance of error in expected distribution estimation is larger, the likelihood of observing a
large deviation by chance increases and the p-value also increases. The mixture and interplay
among the possible causes may be complicated, therefore we do not assign the uniquely detected
anomalies to the causes or estimate the weights of the causes.

3.1.12 Results: unadjustable anomalies are supported by long read se-
quencing data in 1000 Genome samples

To further verify that in real RNA-seq the unadjustable anomalies are likely caused by the in-
completeness of the reference transcriptome, we use long-read sequencing evidence to show
the existence of unannotated isoforms that are suggested by unadjustable anomalies. In the
1000 Genome [25] samples, 3 trios (9 samples) were sequenced using both short-read RNA-
seq [24] and PacBio SMRT technology to obtain expressed full-length transcripts [19]. We
apply SAD to the short-read RNA-seq data and compare the detected unadjustable anomalies to
sequenced PacBio reads of full-length transcripts. A isoform that is derived from the full tran-
scripts sequences and not included in the reference annotation is considered to correspond to the
unadjustable anomaly prediction if it covers 75% of the over-expressed region and excludes 75%
of the under-expressed region of the anomaly. Unadjustable anomalies that have corresponding
PacBio reads are considered true predictions of the existence of unannotated isoform and are
used to calculate precision.

For all 9 samples, the precision of unadjustable anomalies of SAD is within the range of
23% – 32% (Appendix Figure 3.14). A full list of unadjustable anomalies and their correspon-
dence to the long reads can be downloaded from https://doi.org/10.5281/zenodo.
4048493. The precision is within the range observed in the simulated RNA-seq data. The rest
of the unadjustable anomalies are not supported by the long reads. Instead, they may correspond
to true unannotated isoforms that are not sequenced by long reads or arise from an inaccurate
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estimation of the expected distribution of the anomalous transcripts.

3.1.13 Discussion
We present Salmon Anomaly Detection (SAD), an anomaly detection approach to identify poten-
tial misquantification of expression. SAD detects anomalies by comparing the expected and the
observed coverage distribution and calculating the significance of the over- or under-expression.
SAD also categorizes the anomalies into adjustable anomaly and unadjustable anomaly cate-
gories to indicate two possible causes of misquantifications: algorithmic errors and reference
transcriptome incompleteness. The categorization is done by reassigning reads across isoforms
to minimize the number of significant anomaly scores. We show on simulation data that the
detected anomalies and their categorizations are reasonable: the unadjustable anomalies predict
the existence of unannotated isoforms (using existing splice junctions) with higher precision
than transcriptome assembly methods, and the read reassignment of adjustable anomalies leads
to adjusted quantification that is closer to the simulated ground truth compared to the original
quantification.

The explanation for LP read assignment leading to a better quantification than Salmon for
some transcripts is that the LP focuses only on the base-to-base coverage distribution consis-
tency while Salmon combines multiple aspects into its probabilistic model and also groups reads
into equivalent classes. For example, transcript lengths and fragment lengths are considered in
its probabilistic model. One equivalence class may include reads starting at various positions,
which have various expected coverages. Because Salmon balances these multiple aspects and
treats each equivalent class as a unit, it may generate a coverage distribution deviated from the
expectation. When this deviation is very large, the quantification results tend to be inaccurate. In
the case of a very large deviation, reassigning reads purely based on coverage consistency using
the LP leads to a more accurate quantification.

Applying SAD on GEUVADIS and Human Body Map datasets, we are able to identify ad-
justable and unadjustable anomalies that affect isoforms with different protein domains from
other isoforms and isoforms from cell type marker genes. Using the adjusted quantification as-
sociated with the adjustable anomalies, the number of false positive predictions of differentially
expressed transcripts can be reduced. There are common unadjustable anomalies across all sam-
ples. Most of the common unadjustable anomalies have an under-expressed region towards the
3′ end of the transcript.

SAD is only able to detect the subset of misquantifications that have distorted the observed
coverage from the expected one. However, some misquantifications may not alter the shape of
the observed coverage distribution. For example, high sequence similarity between a pair of
transcripts can also lead to severe misquantification, however, the read coverage can be close to
the expectation for both. Alternatively, the coverage distribution of a lowly expressed existing
isoform can be affected by a lowly expressed unannotated isoform. In this case, the p-value of
the anomaly score may not be significant due to the large fluctuation of the observed coverage
due to the low expression. Developing other scores, for example, using transcript similarity
or discordant read mapping, could potentially increase the sensitivity and the types of possible
misquantification of detection.

Some of the causes of anomalies are not covered by the current anomaly categorization
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method. For example, when an anomaly is caused by a mixture of incomplete reference tran-
scriptome and mistakes of the quantification methods, SAD cannot label the cause as the mixture
but is only able to attribute to one of the two causes based on the read reassignment outcome.
In addition, unadjustable anomalies can be further sub-categorized by whether the correspond-
ing unannotated isoforms are splicing variants or gene-fusions. One contribution of this work
is to inspire more systematic investigation of the causes of expression anomalies. Refining the
methods to determine the causes of anomalies is a potential direction for future work.

For unannotated isoform detection, only transcript existence is predicted by SAD, not the
sequence or exon-intron structure of the unannotated isoforms. Retrieving the exon-intron struc-
ture remains a problem. Simply combining the prediction of SAD with the assembled sequences
from transcriptome assembly does not solve the problem of reconstructing unannotated isoform
sequences. About 40%–60% of SAD’s predictions are not assembled by transcriptome assem-
bly methods in the GEUVADIS and the Human Body Map datasets. Incorporating the expected
coverage distribution during transcriptome assembly may be a direction to predict the exact exon-
intron structure of the unannotated isoforms.

SAD suggests an analysis workflow that contains three steps: quantification, anomaly de-
tection, followed by specialized quantification focusing on the anomalies. The middle step,
anomaly detection, and the last step, specialized quantification, can be treated separately and
enhancements in either step are needed to improve the accuracy of the adjusted expression esti-
mates. For example, SAD’s read reassignment only shuffles the reads across isoforms within the
same gene. A better read reassignment across genes can be developed.

An improvement in the accuracy of the approximation of the expected distribution may fur-
ther increase the accuracy of unannotated isoform prediction and re-quantification by SAD. Cur-
rently, the expected distribution is approximated by a bias correction model that uses GC, se-
quence, and position biases. The sequence bias may also be affected by the secondary structure
of cDNA, which is not considered in current modeling of biases.

SAD takes about 8 hours to run on each RNA-seq sample using eight threads on the GEU-
VADIS samples and about 23 hours on the Human Body Map samples. Empirically the running
time scales linearly with the number of sequencing reads as the sequencing depths of Human
Body Map samples are about three times those of GEUVADIS samples. The long running time
is mainly due to the sampling procedure in the empirical p-value calculation for all transcripts.
A derivation of a p-value approximation to avoid sampling could potentially decrease the com-
putational requirements. Implementation engineering can also be applied to reduce the running
time, however, this is out of the scope of this work.

Our formulation of anomaly detection is an example of algorithmic introspection: algorithms
that can automatically identify where their predictions do not fit the assumptions of the algorithm.
This type of algorithmic reasoning is likely to become even more useful as the sophistication of
bioinformatics analysis tools increases.
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3.1.14 Appendix

Retrieving the expected distribution from Salmon

We processed the auxiliary output from Salmon to obtain the estimated expected distribution.
The expected distribution is estimated for each transcript using the bias model from Patro et al.
[113]. In the ideal case of sequencing, where the read is sampled randomly without any biases,
the expected coverage is uniform along the positions of any transcript. However, in the real
sequencing experiments, cDNA fragmentation and PCR amplification have preferences towards
certain positional, sequence, and GC patterns, and the coverage is not expected to be uniform.
The expected distribution is calculated to represent the probability of sampling a read at a given
position of a given transcript. Salmon estimates the positional, sequence, and GC biases by ad-
justing the uniform distribution based on the read mapping. There could be other biases affecting
the expected distribution. However, other biases are not considered in the model, and thus the
bias correction model is only an approximation for the true expected distribution.

Retrieving observed coverage from Salmon

The observed coverage is the actual read coverage for each transcript. It is calculated by counting
the weighted number of reads at each position at a given transcript after the weights are optimized
by Salmon’s algorithm [113]. Specifically, when a read is multi-mapped to several transcripts,
the weight represents the probability that the read is generated from the transcript.

Retrieving expected and observed coverages from RSEM

The expected coverage can be estimated in RSEM by using the “--estimate-rspd” option.
RSPD stands for read start position distribution and this models the 3′ positional bias, which is
the only bias considered by RSEM. RSEM discretizes all transcripts into 20 bins (default param-
eter of RSEM) and estimates a single probability distribution for all transcripts to describe the
probability of sequencing a read from each bin. To recover the estimated expected distributions
of each transcript, we extend the single probability distribution to the length of each transcript
by uniformly distributing the probability to all transcript positions in the corresponding bin. The
expected distribution of each transcript will look like a step function with the step size equal to
the transcript length divided by the number of bins.

The observed coverage is directly processed from the BAM file output by RSEM, where
each alignment record has an additional tag to denote the weight assigned to the corresponding
transcripts. Summing up the weight of each alignment starting positions generates the observed
coverage of RSEM.

With the expected and observed coverage calculated from RSEM, the anomaly scores and
p-values can be calculated in the same way as with Salmon. However, because RSEM has a
single, binned expected distribution for all transcripts, the assumption that estimation error of
expected distributions follows a Gaussian error may not be true. The estimated error of the
expected distributions may not be small enough for the LP read reassignment to achieve an
accurate adjusted quantification.
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Simulation procedure

To mimic the real scenario where the target transcriptome contains unannotated transcripts out-
side reference transcriptome, we simulated target and reference transcriptomes as follows. Using
the Gencode annotation [38], we randomly selected 200, 500, 1000, 1500 genes, remove one
transcript per gene, and use the rest of the transcript sequences as reference transcripts. For the
target transcriptome, we simulated 200, 500, 1000, 1500 fusion genes, added them to Gencode
transcript sequences, and use the combined full Gencode transcripts and fusion sequences as the
target transcriptome that generates RNA-seq data. Each fusion transcript is simulated by ran-
domly choosing a pair of transcripts that have not been involved in other fusion events, randomly
choosing breakpoints within the transcript that are at least 20 bp away from the endpoints, and fi-
nally concatenating the pair of transcripts at their breakpoints. The 20 bp threshold ensures there
is a distinction between indels when aligning or mapping the reads to the reference. In this case,
the target transcriptome contains both unannotated isoforms and fusion sequences compared to
the reference. We use both the protein-coding-only annotation and full annotation for removal
and fusion simulation, to test both polyA RNA-seq and total RNA-seq techniques.

Reads are simulated using the target transcriptome by Polyester [39]. A count matrix is
used as input in Polyester to denote the theoretical number of reads to be simulated for each
transcript in the transcriptome. The count matrix is generated by quantifying RNA-seq datasets
(GEUDAVIS, GM12878, K562) using Salmon [113] and the original Gencode annotation. With
the simulation datasets, Salmon version 0.9.1 is used to quantify the reads against the reference
transcriptome.

Detecting transcripts with non-identifiable abundances

The software eXpress (version v1.5.1) [129] is used to identify transcripts with non-identifiable
abundances. eXpress is a quantification tool that depends on a probabilistic model involving
fragment lengths, transcript lengths, and mapping positions variables. It outputs whether the
abundance of a transcript can be uniquely maximized, which is the identifiability under its objec-
tive. We use the identifiability under eXpress as a proxy for the identifiability under the Salmon
quantifier.

Though the quantification model of eXpress is different from that of Salmon, we expect that
for many transcripts their identifiability statuses are the same under both models. Identifiability
of a probabilistic model is largely determined by the parameter space, objective function and the
probability assumptions. Both models maximize the probability of observing the given set of
reads and use the same parameter space, which is the abundances vector of all transcripts. The
basic model assumption, that the probability of observing a read from a transcript is proportional
to the abundance of the transcript, is also shared. Under these input and assumptions, whether the
optimal parameter settings are multiple largely depends on the similarity among input transcripts,
specifically whether a subset of transcripts can be linearly represented by another subset of tran-
scripts. We therefore expect the identifiability statuses are similar between the two quantification
models, despite the difference in their objective functions and their optimal solutions.

STAR version 2.6.0 [34] is used to align RNA-seq reads to Gencode version 26 transcriptome
sequences. The alignment is the input to eXpress quantifier. The identifiability is indicated in the
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“solvable” column of eXpress output.

Running transcriptome assembly on simulated and real data

RNA-seq reads are aligned to GRCh38 genome [132] using STAR version 2.6.0 [34]. We ran
Scallop version v0.9.8 on the alignments of all simulated, GEUVADIS and Human Body Map
samples, and set all parameters to their default. We also ran StringTie [115] version 1.3.1c on
all these samples, using the option “-G” for guiding the transcriptome assembly by the reference
transcriptome. When guided by reference transcriptome, the precision of StringTie can be better
than Scallop on some samples. We do not guide the Scallop assembly by reference transcriptome
since it does not have the option. We use gffcompare [114] to compare the assembled transcripts
with the reference transcript.
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Additional Figures

coverage

aligned reads

ENST00000545682.5

ENST00000537601.5

Figure 3.8: IGV visualization of alignments on TMEM134 of the kidney sample. The labeled
tracks from the top to bottom are: coverage along genomic positions; the aligned reads onto
the genome (using STAR aligned); the intron-exon structure of transcript ENST00000545682.5;
the intron-exon structure of transcript ENST00000537601.5. SAD identifies the region after
the first splicing junction of transcript ENST00000545682.5 as an under-expressed region. The
anomaly is adjustable by re-shuffling reads with transcript ENST00000537601.5. Before SAD
adjustment, expression of ENST00000545682.5 is 1.4 times that of ENST00000537601.5. After
SAD adjustment expression of ENST00000545682.5 is 9 times that of ENST00000537601.5.
The first splicing junction (right-most junction) of ENST00000545682.5 is highly expressed,
which is more consistent with a larger abundance ratio.
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Figure 3.9: IGV visualization of alignments on BIRC3 of a GEUVADIS sample. The labeled
tracks from the top to bottom are: coverage along genomic positions; the aligned reads onto
the genome (using STAR aligned); the intron-exon structure of transcript ENST00000532808.5;
the intron-exon structure of transcript ENST00000263464.7. SAD identifies the 3’ region of
ENST00000532808.5 as an under-expressed region. The anomaly is adjustable by re-shuffling
reads with transcript ENST00000263464.7. Before SAD adjustment, the two isoforms has sim-
ilar expression. After SAD adjustment expression of ENST00000263464.7 is 3 times that of
ENST00000532808.5. According to the expected coverages, the 3’ sides of both transcripts are
expected to have higher coverage than 5’ sides. That the 3’ end of ENST00000532808.5 has low
coverage suggests that ENST00000532808.5 may be of low abundance.
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Figure 3.10: IGV visualization for the unadjustable anomaly examples. (A). Gene UBE2Q1 of
the heart sample. The labeled tracks from the top to bottom are: coverage along genomic po-
sitions; the aligned reads onto the genome (using STAR aligned); the intron-exon structure of
transcript ENST00000292211.4. There is an under-expressed region of the transcript at 3’ end
(left-most region). The anomaly is unadjustable. (B) Gene LIMD1 of the heart sample. The la-
beled tracks from the top to bottom are: coverage along genomic positions; the aligned reads onto
the genome (using STAR aligned); the intron-exon structure of transcript ENST00000273317.4.
There is an under-expressed region of the transcript at 3’ end (right-most region). The anomaly
is unadjustable.
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Figure 3.11: Length distribution of unadjustable anomalies and identifiability status. (A) Density
curve of length distribution of the common unadjustable anomalies and commonly expressed
transcripts across all 46 samples. The length distribution of common unadjustable anomalies
generally follows that of the commonly expressed transcripts. Some transcripts are not com-
monly expressed. When including these transcripts into the background, the length distribution
contains a large proportion of transcripts with a shorter length than the commonly expressed ones
and the common unadjustable anomalies. (B) Percentage of unadjustable and adjustable anoma-
lies that are identifiable in the quantification model. Each box indicates the range of percentages
across the transcripts in the indicated dataset and the indicated anomaly category. Transcripts
with identifiable expression indicate the optima is unique and the anomaly is not a result due to
the intrinsic uncertainty of quantification optimization objective. Identifiability is determined by
eXpress, which uses a different quantification model from Salmon but still reflect the degree of
identifiability.
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Figure 3.12: Comparing Salmon anomalies with transcriptome assembly and RSEM anomalies.
(A–B) Proportion of the unadjustable-anomaly-containing genes that can (cannot) be detected
by transcriptome assemblers. Each box indicates the range of percentages across samples in the
corresponding dataset. (A) For the GEUVADIS dataset, about 40% of the genes do not have
corresponding unannotated isoforms predicted by Scallop, and about 60% of the genes do not
have unannotated isoforms predicted by StringTie. (B) For the Human Body Map dataset, about
53% of unadjustable-anomaly-containing genes cannot be detected by Scallop, and about 50%
of them cannot be detected by StringTie. The lower percentage of detection from StringTie in
GEUVADIS dataset may be an effect of using the “Guided by reference” option. (C–D) Over-
lapping of unadjustable anomalies predicted based on Salmon and RSEM on (C) GEUVADIS
dataset and (D) Human Body Map dataset. Each box indicates the range of percentages across
samples in the corresponding dataset. The denominator of the percentage calculation is the num-
ber of transcripts that are detected as unadjustable (or adjustable) anomalies under either Salmon
or RSEM quantification.
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Figure 3.13: Differences between Salmon and RSEM unadjustable anomalies. All examples are
from one GEUVADIS sample (accession ERR188265). Red and blue points are the observed and
expected coverage distribution separately, and the blue shade is the standard deviation of the ex-
pected distribution estimation. Each point is a 50 bp bin along the transcript. (A–B) Expected and
observed coverage for transcript ENST00000425389.2 under (A) Salmon and (B) RSEM. The
transcript is identified to be unadjustable anomaly under only RSEM. The observed distributions
under both quantifiers are similar. The difference in the estimated expected distribution causes
the transcript to be detected as an unadjustable anomaly under RSEM but not Salmon. (C–D)
Expected and observed coverage for transcript ENST00000380381.3 under (C) Salmon and (D)
RSEM quantification. The transcript is identified to be unadjustable anomaly under only RSEM.
The observed coverage distributions has large difference between the two quantifiers around po-
sition 150, which causes the transcript to be detected as an unadjustable anomaly under RSEM
but not Salmon. (E–F) Expected and observed coverage for transcript ENST00000339647.5
under (E) Salmon and (F) RSEM. The transcript is identified to be unadjustable anomaly un-
der only Salmon. The observed coverage distributions has large difference between the two
quantifiers. (G–H) Expected and observed coverage for transcript ENST00000527673.1 under
(G) Salmon and (H) RSEM. The transcript is identified to be unadjustable anomaly under only
Salmon. Both the observed and the expected coverage distribution under the two quantifiers
are similar. However, RSEM has a relatively larger variance of Gaussian error in the expected
distribution estimation and leads to a insignificant p-value in RSEM.
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Figure 3.14: Validating unadjustable anomaly prediction using full-length transcript sequencing.
Whether an unadjustable anomaly is caused by an unannotated isoform can be validated by
PacBio full-length transcript sequencing. When a sequencing reads contain a large proportion
of the predicted over-expressed region and exclude a large proportion of the predicted under-
expressed region, the unadjustable anomaly is considered to be supported by the long reads and
correctly predicted. Y-axis shows the percentage of unadjustable anomalies that have long reads
supports, that is, the prediction of unadjustable anomaly prediction. The precision is around 23%
– 32% for all 9 samples from 1000 Genome project.

3.2 Coverage anomalies of transcription factors partially ex-
plain the expression of target genes in breast cancer

3.2.1 Background
Gene expression varies among individuals, tissues, and cell types. The task of decoding the
genetic, epigenetic, and transcriptomic factors that contribute to gene expression variance has
attracted researchers for more than a decade and still needs ongoing efforts. Expression of cer-
tain genes are predictors of phenotypes, including disease subtypes, treatment responses, and
survival [60, 107, 166]. Identifying the factors that explain the expression helps us better un-
derstand the association between phenotypes and the cellular systems, including genetic, epige-
netic, and transcriptomic status. Several genetic and epigenetic contributors have been identified
to regulate gene expression by previous studies. DNA methylation regulates gene expression,
and for example, allele-specific methylation of CpG islands on X chromosome inactivates the
gene expression of the allele [58, 106]. Some of the single nucleotide variants (SNVs) can either
affect expression of nearby genes or distant genes, and such SNVs are also known as expression
quantitative trait loci (eQTLs) [26, 42, 46, 83, 109]. The abundance of a specific type genes,
transcription factors or TFs, also regulates the expression of the rest of genes. We focus on the
regulation effect of TFs and analyze whether the coverage patterns of TF expression can also
explain a proportion of the expression variability of their regulated genes.

88



TFs regulate gene expression by binding to the promotor, enhancer, or silencer regions of
DNA, and recruiting RNA polymerase or co-factors to activate gene transcription, or inhibiting
the binding of other TFs to reduce gene transcription [165]. Mathematical models have been
developed to model the TF regulation process: TF-DNA binding probability is modeled by ther-
modynamics equilibrium, which further determines RNA synthesis kinetics [6, 30, 92, 133, 140].
TF regulation is involved in a wide range of pathways and cellular processes. Mutations, struc-
tural variants, and abnormal expression of TFs can cause a wide range of diseases, including
cancer, autoimmune diseases, neurological disorders, and diabetes [76, 160]. Many of the eQTLs
that affect the expression of distant genes, called trans-eQTLs, are mutations on TFs. Besides
the known genetic variants in TFs, transcriptomic features of TFs are also likely to be related to
their regulation efficiency. For example, different 3’ UTR cleavage of the TF SREBF2 is chosen
at different stages of spermatogenic cell differentiation [162].

In this study, we investigate whether the coverage imbalance across transcripts’ regions in
TF expression can explain the expression variance of the target genes (TGs) regulated by the TF.
Coverages of transcript expression can be obtained from RNA-seq data by counting the number
or the assigned weights of RNA-seq fragments at each transcript position. Expression cover-
age along a transcript is balanced when the coverage is consistent along all transcript positions.
Otherwise, some subsequences of the transcript are over-expressed and the rest of the transcript
sequences are under-expressed; we call this a coverage anomaly. If the relative expression cov-
erage along positions of a transcript is known, the coverage anomaly is defined as deviations of
the actual expression coverage from the expected coverage, and there are multiple choices of
distance metric to measure the deviations. As an example of a coverage anomaly, the pattern that
a long subregion of 3’ untranslated region (UTR) in a transcript is near zero coverage in a highly
expressed transcript is observed in several RNA-seq samples, as shown in the results of previous
section. One possible explanation for this coverage anomaly is that an unannotated isoform with
alternative transcription termination that leads to a shorter 3’ UTR is expressed, which is also
known as alternative 3’ UTR cleavage. The reads from the unannotated isoform are mapped to
the reference isoform and increase the reference isoform coverage at the shared regions, which
leads to the coverage anomaly pattern.

It is reasonable to hypothesize that coverage anomalies are candidate indicators of regula-
tion efficacy of TFs as well as explaining factors of the expression variance of the TGs. When
coverage anomalies are caused by the expression of unannotated transcripts, the unannotated se-
quences may contain a unique set of translation regulatory elements and translate into a protein
with unique binding property. UTRs in a protein-coding transcript contain regulatory elements
that regulate the translation rate, and sequence variation in UTRs possibly alter the protein syn-
thesis rate as well as final abundance [8, 117]. If the unannotated sequence contains a varied
coding region, the protein sequence can be altered as well. A protein sequence alteration in both
binding domains and intrinsically disordered region can change the binding affinity and speci-
ficity [88, 168], which can further lead to altered regulation efficiency and altered expression
of TGs. In fact, aside from TFs, coverage anomalies are potential indicators of abundance or
functioning efficiency alterations in other proteins with the same reasoning.

Coverage anomalies are one characterization of the transcript expression status besides the
expression abundances. They do not distinguish the biological events that lead to the status. Un-
balanced regional coverages can be due to the existence of external sequences, or the expression
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of unannotated alternative splicing isoforms, or even unknown biological mechanisms. The ex-
pression of unannotated alternative splicing isoforms can be further regulated by genomic SNVs
or methylation status. Coverage anomalies represent the inconsistency of expression coverage
among regions in a transcript regardless of the genetic cause or biological events. Even though
the different biological events may not necessarily have the same influence on TF regulation and
TG expression, when they do have similar effects, coverage anomalies will capture the shared
effects.

With the above hypothesis that coverage anomaly of TFs are a potential factor to explain gene
expression variance, the goal of this work is to computationally verify the hypothesis. Specif-
ically, we seek to answer to the following questions: Which TGs’ expression variance can be
significantly explained by the coverage anomaly status of TFs? To what degree can coverage
anomalies explain the expression of TGs? Is the regulation efficiency of TF enhanced or reduced
when it contains coverage anomalies?

We only focus on known TFs for investigating the association between their coverage
anomaly status and the expression of their TGs. Gene expression control is a complicated pro-
cess and likely has falsely high associations with many cellular measurements. For example,
previous trans-eQTLs are identified with particular caution because there exist many false asso-
ciations. However, there is a clear chain of biological interpretations on why coverage anomalies
have association with gene expression variance: coverage anomalies are status indicators of TFs,
and TFs regulate expression of their corresponding TGs under well-studied mechanisms. The
known TF-TG regulation relationship increases our confidence of the identified associations be-
tween coverage anomalies and expression of TGs.

Using TCGA breast cancer RNA-seq data (https://www.cancer.gov/tcga), we use
linear models to investigate whether the expression of a gene can be explained by the degree of
coverage anomalies of its regulating TFs. Since coverage anomaly and expression abundances
are both characterizations of TF expression states, their effects on altering the expression abun-
dances of TGs can be either separate or coupled together. Specifically, when a given degree
of coverage anomaly leads to a fixed amount of expression change in the TG regardless of TF
expression, the effects of coverage anomalies and of TF expression abundances are separate;
when the expression change in TG explained by coverage anomalies increases as TF expression
increases, the effects are coupled together. The above hypotheses about the effects of coverage
anomalies and expression abundances are also tested in linear models.

We observe that coverage anomaly status of some TFs can indeed significantly explain the
expression variance of the TGs, and there are 319 TF-coverage anomaly-TG triples where the
coverage anomalies are significant under FDR threshold 0.05. Both separate and coupled ef-
fects from coverage anomalies and expression abundances are observed in the 319 significant
triples. Both enhancement and reduction of regulation efficiency are observed when TFs contain
coverage anomalies, but reduction of regulation is more common. We observe the 69 TFs or
TGs in the significant triples are related to cancer according to COSMIC database [141], such
as TNFRSF17 and ESR1, however, coverage anomalies in these triples cannot be interpreted as
disease-associated. Comparing the explained variance of TGs’ expression from coverage anoma-
lies and from TFs’ methylation status and known eQTLs, we find that the coverage anomalies
contain unique information that is relevant to TGs’ expression.
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3.2.2 Overview of methods
Coverage anomalies are detected by Salmon Anomaly Detection (SAD) [97]. SAD outputs an
indicator of whether each transcript contains a coverage anomaly and an anomaly score for each
coverage anomaly. The anomaly score is the difference between observed coverage and expected
coverage of the most abnormal region and indicates the degree of abnormality. We construct an
anomaly vector for a list of RNA-seq samples to represent the coverage anomaly status of a
given transcript: each entry is the anomaly score of the transcript in the corresponding sample
when the anomaly indicator suggests a coverage anomaly exists, and is zero when the anomaly
indicator suggests no coverage anomaly. Anomaly vectors of TF transcripts are incorporated in
linear models to evaluate their explanatory power on TG expression.

The expression of a gene is modeled by a linear model using clinical covariates, methylation
and copy number variation (CNV) of the gene, the expression and anomaly status of its regulating
TFs. Let y be the log-transformed expression abundance of a TG. Let P be the clinical covariates
(age at diagnosis and tumor stage) of the patient corresponding to the RNA-seq sample. Let M
be the methylation level of the TG and C be the copy number variation (CNV) of the TG. Let Xg

and Xt be log-transformed gene-level and transcript-level expression abundances of the TFs that
are known to regulate the TG’s expression. We use β∗ to represent the coefficients in the linear
model. The expression of TG, y, is predicted by the following linear model:

y = β0 + βpP + βmM + βcC + βTg Xg + βTt Xt +D + ε, (3.15)

where term D is a combination of anomaly-related factors, which will be explained in the next
paragraph. CNV and DNA methylation of TG are included in the linear model since previous
studies have shown that they tend to have strong influence on the gene expression [51, 120].
However, we do not include methylation or CNVs of TFs because expression abundances of TFs
include the expression of all copies of TFs, and genetic and epigenetic states of TFs (including
methylation) are potential explanations of the occurrence of coverage anomalies. Including two
dependent factors in linear models obscures the association between the predicted values and
each individual factor. Therefore, to study whether coverage anomalies can explain the expres-
sion variance of TG, we do not include other genomic or epigenomic measurements of TFs that
may be associated with the occurrence of coverage anomalies.

Considering that both coverage anomaly and abundance characterize the expression status of
TFs, we hypothesize that the changes in TG’s expression due to coverage anomaly and due to the
expression of TFs can either be independent or dependent on each other, or partially dependent.
LetAij be anomaly score of the jth transcript that belongs to the ith TF.D in equation (3.15) may
contain a combination of different factors corresponding different hypotheses, listed in Table 3.2.
Even though these factors do not directly model the changes in biophysical or biochemical reac-
tions, they can be used to infer the mechanisms and conditions where such a change occurs. The
following paragraphs describe the hypotheses and factors in more detail.

The factor Aij , concentration-independent factor, follows the hypothesis that the coverage
anomaly and TF’s expression change TG’s expression separately independently. A given degree
of coverage anomaly in a TF leads to a fixed amount of expression alteration in TG regardless
of the expression of the TF. One possible scenario when this hypothesis holds is when the cover-
age anomaly of TF indicates the expression of an unannotated transcripts, which has an altered
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Table 3.2: Anomaly-related prediction term D. Under different hypotheses whether the ex-
pression variance of TG explained by coverage anomaly and explained by TF’s expression are
dependent on each other. Columns indicate the dependence between effect of anomaly and effect
of TF expression. When the explained expression variance from coverage anomalies is indepen-
dent of TF’s expression, D only contains the concentration-independent factor Aij . When the
explained expression variance from anomaly is dependent on TF’s expression, D contains the
concentration-dependent factor AijXg,i or AijXt,j . In this case, TG’s expression has a larger
alteration due to coverage anomaly status if the TF has a larger expression. When the ex-
plained expression variance from anomaly is partially dependent on TF’s expression, D contains
both concentration-independent and concentration-dependent factors. Rows indicate whether the
concentration-dependent factor involves gene-level or transcript-level expression of the TF.

Independent
(Ma)

Dependent
(Mint)

Partial dependent
(Mboth)

Gene-level TF ex-
pression (Lg)

βaAij βg,intAijXg,i βaAij + βg,intAijXg,i

Transcript-level TF
expression (Lt)

- βt,intAijXt,j βaAij + βg,intAijXt,j

Both levels TF ex-
pression (Lboth)

- βg,intAijXg,i + βt,intAijXt,j βaAij + βg,intAijXg,i +
βt,intAijXt,j

biochemical property after binding with a scarce interactant. For example, after binding with the
interactant, the protein complex containing the unannotated isoform recruits RNA polymerase
more efficiently than the protein complex containing the annotated isoforms. Due to the scarcity
of the interactant, the ratio between unannotated and annotated isoforms controls the TG’s ex-
pression regardless of the raw expression abundance of TFs.

The factors AijXg,i (gene-level concentration-dependent factor) and AijXt,j (transcript-level
concentration-dependent factor) follow the hypotheses that the changes of TG’s expression from
coverage anomalies and from TF’s expression are dependent on each other. A given degree of
coverage anomaly leads to a larger amount of change in TG’s expression if the TF has a larger
expression. These cases may happen when an unannotated isoform TF has an altered property
after binding with an abundant interactant. In this case, the abundance of the interactant is
not the bottleneck of TG’s transcription process. Instead, increasing the amount of TF protein
abundance results in larger amount of protein complex that contains the unannotated TF isoform,
which leads to a larger change of TG’s expression.

We test the significance ofD in predicting TGs’ expression by likelihood ratio test. To further
increase the confidence of the detected associations between coverage anomalies and TGs’ ex-
pression, we only perform the statistical on the confident TF-TG pairs where the gene expression
of TF has significant prediction power of the TG’s expression. See Section 3.2.7 for determining
the significance of a TF’s expression to predict a TG’s expression and Section 3.2.7 for statisti-
cally testing the significance of coverage anomalies. When a TG has multiple regulating TFs, we
test the coverage anomaly status of each TF transcript one at a time. All forms ofD are tested for
each TF-coverage anomaly-TG triple, but different D under different hypotheses are adjusted by
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Benjamini-Hochberg method separately. When a TF-coverage anomaly-TG triple is significant
under multiple forms of D, we select the D form with “maximum relevance minimum redun-
dancy” for the further analysis. See Section 3.2.7 for details of model selection. By comparing
the the TF’s regulation direction with the changing direction of TG’s expression after including
the coverage anomaly score, we can infer whether the regulation efficiency of a TF is enhanced
or reduced. Determining the regulation direction is detailed in Section 3.2.7.

3.2.3 Coverage anomalies of TFs explain the expression variance of TGs
in 319 TF-coverage anomaly-TG triples in breast cancer

After removing the breast cancer samples that fail pre-processing steps of Salmon Anomaly De-
tection (SAD) and that do not have corresponding clinical, CNV, or methylation data, there are
993 samples remaining. The TF-TG pairs are collected from TRRUST database [54], which con-
tains 781 unique TFs and 9304 TF-TG regulation pairs after intersecting its genes with Gencode
genes version 30 [38]. After filtering out the TF-TG pairs where a TF does not have signifi-
cant regulation effect on the TG’s expression in linear models and filtering out the cases where
coverage anomaly of a TF occurs in less than 10 samples, there are 1905 TF-TG pairs or 3214
TF-coverage anomaly-TG triples. We test the significance of coverage anomalies in predicting
TGs’ expression corresponding to the 3214 triples using the 993 breast cancer samples.

Ma Mint Mboth

Lg 39 13 104
Lt - 19 68
Lboth - 35 41

Table 3.3: Number of TF-coverage anomaly-TG triples that coverage anomalies have significant
prediction power on the expression variance of TG under each coverage anomaly effect hypoth-
esis.

With FDR threshold 0.05, there are in total 319 TF-coverage anomaly-TG triples where
anomaly score has significant prediction power for the TG’s expression. Table 3.3 shows the
number of significant triples under each hypothesis of coverage anomaly effect under their “max-
imum relevance minimum redundancy” model. We observe that the significant triples span
all tested model hypotheses. The model that contains the largest number of significant triples
(around 1

3
of total number of significant detections) is D = βaAij + βg,intAijXg,i, where TG’s

expression change from a given coverage anomaly score can be decomposed into a constant part
and a variable part which increases as TF’s expression increases. But all the other models con-
tain TF-coverage anomaly-TG triples where coverage anomalies explain TG’s expression under
the corresponding hypothesis. We also observe that the different factors of coverage anomalies
sometimes have synergistic prediction effect (Appendix Figure 3.19). That is, the sum of ex-
plained variance of TG’s expression from each individual anomaly factor separately is smaller
than the explained variance when including both factors. The synergy is observed both between
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two concentration-dependent effects and between concentration-independent and concentration-
dependent effects.
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Figure 3.15: Explained TG expression variance from TG expression (x-axis) and from coverage
anomalies (y-axis).

Comparing the explanation power between the coverage anomalies and the corresponding
TFs’ expression, we observe that in more than 90% of the significant triples, the explanation
power of coverage anomalies is 3.79% – 80.71% of that of the corresponding gene and transcripts
(Figure 3.15). We use increased percentage of TG expression variance (R-squared) that can be
explained by adding a feature in the linear model to represent the explanation power. The median
ratio between increased R-squared from anomalies and from the corresponding gene among the
319 significant anomalies is 18.87%. Without calculating the ratio, the 90% confidence interval
of the extra percentage of explained variance of TGs by considering coverage anomalies ranges
from 0.21% to 2.79%.

3.2.4 Both enhancement and reduction of regulation efficiency occur when
TF contains coverage anomaly

We investigate the direction of change of regulation efficiency when the TF has a coverage
anomaly, specifically, whether the change of TG’s expression is along the same or opposite
direction of TF regulation. When the linear model contains only one factor related to coverage
anomaly, the direction of change of regulation efficiency is determined by whether the sign of
coefficient of the anomaly factor in the linear model agrees with the sign of coefficient of the TF
expression. When a linear model contains multiple anomaly factors and some of them depend on
gene/transcript expression level, there is no single coefficient to represent the changing direction
of regulation efficiency. In this case, we fix the TF gene/transcript expression quantile and sum
up the coefficients to compare the sign with the coefficient of TF expression.

For more than half of TF-coverage anomaly-TG triples, the TFs’ regulation efficiency is
reduced when having coverage anomalies under medium to small TF expression levels (Fig-
ure 3.16A–C). A possible explanation is that the unbalanced expression of transcript regions
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Figure 3.16: Percentage of TF-coverage anomaly-TG triples where enhanced or reduced TF reg-
ulation efficiency is observed when containing coverage anomalies. (A) Number of TF-coverage
anomaly-TG triples where TF’s regulation efficiency is enhanced or reduced when containing
coverage anomalies. The triples are restricted to ones where D only contains one anomaly fac-
tor. X axis shows anomaly factor in D. (B) Number of TF-coverage anomaly-TG triples where
D contains the concentration-independent effect and one of the concentration-dependent effect.
X-axis is the quantile of gene/transcript expression of TF under which the overall change of reg-
ulation efficiency is computed. (C) Percentage of TF-coverage anomaly-TG triples where TF
regulation efficiency is enhanced within the triples where D contains all three anomaly factors.
In this panel, transcript usage is the percentage of transcript expression over gene expression (the
sum of expression of all isoforms). We switch to use quantiles of transcript usage instead of tran-
script expression quantile to avoid the impossible expression case where transcript expression is
larger than gene expression.

usually lead to reduced function or malfunction of some domains, which further leads to the
reduction of overall regulation efficiency.

Despite that the majority of coverage anomalies indicate reduced regulation efficiency of
TFs, this trend does not hold when the linear model contains concentration-independent and
one of the concentration-dependent factors and the gene/transcript expression of the TF is above
95% quantile of all samples (Figure 3.16B). Under this condition, the number of elevated TF
regulation efficiency is larger than the number of reduced TF regulation efficiency. However,
further analysis from both computational and experimental aspects is needed to confirm this
observation and to rule out the possibility that linear models have low approximation accuracy
on extreme values of the input expression.

The absolute coefficients of anomaly-related factors are sometimes larger than the coeffi-
cients of TFs’ expression (Appendix Figure 3.20), which means a large-enough anomaly score
can totally alter the TF regulation direction. However, this phenomenon may also be a result
of inaccurate approximation from linear models in extreme anomaly score values, and it needs
further experimental validation.
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Figure 3.17: Examples of TF-coverage anomaly-TG triples where coverage anomalies are sig-
nificant in linear prediction. Each row corresponds to a specific triple. (A–C) Example of triple
TF SP1, anomaly of transcript ENST00000548560, TG CIC. Plot between anomaly score and
TG expression is in (A); plot between TF-TG expression is in (B); plot between fitting resid-
ual and the two concentration-dependent anomaly factors is in (C). (D–E) Example of triple TF
POU2AF1, anomaly of ENST00000393067, TG TNFRSF17. Scatter plot between TF gene-level
expression and TG expression when the TF contains/does not contain anomalies is in (D); the
scatter plot between TF transcript-level expression and TG expression is in (E); scatter plot be-
tween fitting residual and the concentration-independent anomaly factor is in (F). (G–I) Example
of triple TF ESR1, anomaly of ENST00000482101, TG NR5A2. The concentration-independent
and gene-level concentration-dependent anomaly factors are significant. Scatter plot between a
linear combination of the two anomaly factors and the fitting residual is in (G); the relationship
between TF-TG expression is in (H); scatter plot between the fitting residual and each individual
anomaly factor is in (I).

96



3.2.5 Examples of significant anomalies under various hypotheses of cov-
erage anomaly effects

The coverage anomaly in transcript ENST00000548560 of TF SP1 explains the expression vari-
ance of TG CIC though concentration-independent effect only. SP1 is involved in cell differ-
entiation, cell growth, apoptosis, and response to DNA damage [145], and the target gene CIC
encodes a protein involved in chromatin binding and nuclear localization [145]. Figure 3.17A
shows that the anomaly score itself negatively correlates with the expression of CIC. The TF
expression positively regulates TG expression (Figure 3.17B). After fitting the linear regres-
sion model using other covariates and the coverage anomaly score, the residual does not have
strong correlation with the concentration-dependent anomaly factors (Figure 3.17C). The over-
expressed region locates at the 5’ UTR for all samples such that the transcript of the sample
contains coverage anomaly, and the under-expressed region spans the coding regions. The mech-
anism of regulation efficiency alteration in SP1 remains to be further investigated.

The expression of TG TNFRSF17 can be explained by the coverage anomaly of transcript
ENST00000393067 in TF POU2AF1. TF POU2AF1 is a transcription coactivator required for
B-cells to respond to antigens [145], and TNFRSF17 is involved in B cell development and
autoimmune response [145]. The coverage anomaly has both gene-level and transcript-level
concentration-dependent effects. In Figure 3.17D and E, the difference between the two fitted
lines (alteration of TG’s expression due to the coverage anomaly) increases as the TF’s gene-
level and transcript-level expression increase. We also observe that less amount of TNFRSF17
is expressed when TF POU2AF1 contains coverage anomalies, indicating a reduced regulation
efficiency of the TF when it contains coverage anomalies. After fitting the linear model using the
two concentration-dependent anomaly factors and other covariates, the residual does not show
correlation with the concentration-independent anomaly factor (Figure 3.17F). In the coverage
anomaly, a part of the 3’ UTR region is over-expressed while the 5’ UTR and coding sequences
are under-expressed.

The last example shows the regulation of TG NR5A2 from TF ESR1 is explained by both
concentration-independent and gene-level concentration-dependent terms of coverage anomaly
of transcript ENST00000482101 (Figure 3.17G). ESR1 controls cell growth and reproductive
function and is one of the key genes in breast cancer to distinguish ER-positive cancer sub-
type [145], and the target gene NR5A2 is potentially an important regulator of embryonic devel-
opment [145]. TF ESR1 positively regulates NR5A2 expression (Figure 3.17H), and coverage
anomaly reduces the regulation efficiency of TF across 5%–95% quantiles of TF gene expres-
sion. The two prediction terms of anomaly separately do not provide a significant explanation of
the residual after regressing TG expression using the clinical covariates, CNV and methylation of
TG, and TFs’ expression, instead combining the concentration-independent and concentration-
dependent anomaly terms provides a synergistic explanation power (Figure 3.17I). The transcript
ENST00000482101 does not translate into protein according to Gencode annotation, and thus the
coverage anomaly might be caused by unannotated transcript and the unannotated transcript has
an altered translation and regulation efficiency.

Among these example, CIC, POU2AF1, TNFRSF17, and ESR1 are known cancer genes of
which mutations are causally implied in cancer. In addition, a total number of 69 TFs or TGs are
cancer-related according to COSMIC database [141] among the significant triples (See Supple-
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mentary File for details). Our analysis shows that coverage anomaly status is an indicator for the
expression of cancer-related TGs or the regulation efficiency of cancer-related TFs in a breast
cancer cellular environment. But the results do not imply causal relationships between coverage
anomalies and cancer.

3.2.6 Explanation power of coverage anomalies does not come from
methylation status of TFs or known eQTLs of TGs

We probe whether the prediction power of coverage anomalies can be fully or partially attributed
to other genomic and epigenomic features. In this section, we investigate the methylation status
of the corresponding TFs and the known eQTLs of TGs and analyze whether these genomic and
epigenomic statuses contain overlapping information with coverage anomalies that is relevant to
expression prediction of TGs.

Whether the explanation power can be attributed to the two features is analyzed through the
extra explained variance of TGs’ expression from coverage anomalies. Specifically, we add the
coverage anomaly status of a TF to the following two linear models, one with the methylation
status of the corresponding TF and the other without. And then we compare the extra percentage
of explained variance of the corresponding TG’s expression from coverage anomalies in the
two linear models. If the extra explained variance in the linear model with methylation status
is much smaller than the extra explained variance in the linear model without methylation, the
explanation power of the coverage anomalies can be (partially) attributed to methylation status
of TFs. Otherwise, if the explained variances from coverage anomalies of the two models are
similar, the explanation power of coverage anomalies is irrelevant to that of TFs’ methylation
status. This approach is also applied to eQTLs features. This approach can be interpreted from
an information theory perspective. When methylation status of TFs (or known eQTLs for TGs)
and coverage anomaly status of TFs contain the same set of information that is relevant to TGs’
expression, adding coverage anomalies does not bring more explanation to TGs’ expression when
the model contains the methylation status.

We observe that the explanation power of coverage anomalies cannot be attributed to the
methylation status of TFs. The explained variance of coverage anomalies does not have big
differences between the linear models with and without the methylation status of TFs (Fig-
ure 3.18A). A TF usually has multiple sites that can be methylated, and the comparison result is
based on a selection of the top 5 sites with the largest prediction power of TGs’ expression. This
observation suggests that the methylation status of a combination of the top 5 methylation sites
does not have large overlapping information with coverage anomalies.

Similar observations are obtained when comparing the extra explained variance from cov-
erage anomaly status when the linear models have/do not have the mutation status of known
eQTLs to the TGs (Figure 3.18B). Gong et al. [46] identified eQTLs along with their regulated
genes across 33 cancer types in TCGA, and we obtained the list of eQTLs corresponding to
each TG in this analysis. We collected both somatic and germline mutation status of the eQTLs
for each sample to include in the linear model for comparing percentage of explained variance,
where the germline mutation status is computed by Huang et al. [63]. The percentages of expres-
sion variance explained by coverage anomalies almost remain unchanged for all TF-coverage
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Figure 3.18: (A) The percentage of expression variance of TGs explained by coverage anomaly
status when the linear model does not include TFs’ methylation states (x-axis) and when the
linear model includes TFs’ methylation states (y-axis). The points are close to the diagonal line,
which indicates that the explained expression variance from coverage anomaly does not have big
differences between the two models. (B) The percentage of expression variance of TGs explained
by coverage anomaly status when the linear model when the linear model does not include known
eQTLs of TGs (x-axis) and when the linear model includes known eQTLs (y-axis).

anomaly-TG triples such that the mutations occur in any eQTLs for the TG. It suggests that the
prediction power of coverage anomaly is not originated from the known eQTLs of the TGs.

If the explanation power of coverage anomalies cannot be attributed to the methylation status
of the top 5 relevant methylation sites in TFs and known eQTLs that affect TGs’ expression,
what genetic or epigenetic features are related to or leads to the explanation power? There are
many genetic and epigenetic features that we do not investigate, such as unknown eQTLs, SNVs
that are not eQTLs, histone modificiation status. Or a combination of many features contribute
together to the explanation power of coverage anomalies. If the coverage anomalies are caused by
unannotated isoforms, the expression abundances and coverage status of certain splicing factors
may contribute to the prediction power of coverage anomalies. Overall, further investigations are
needed to answer this question.

The observations indicate that coverage anomalies of TFs contain unique information that
is indicative to the expression of TGs compared to the TFs’ methylation statuses and eQTLs.
Coverage anomalies are indispensable information to predict the expression of TGs at least for
some of the TF-coverage anomaly-TG triples.

3.2.7 Details of statistical analysis
Testing the significance of regulation of each individual TF

We only analyze the prediction power of coverage anomalies when the corresponding TF gene
expression itself have significant prediction power of TG expression in linear models. To test
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the significance of TF gene expression, we use a simplified linear model. Suppose there are n
samples, let y ∈ Rn be the expression of TG after log transformation. Suppose the target gene is
regulated by d TFs, and let Xg ∈ Rn×d be the log-transformed expression matrix of the involved
TFs. The simplified linear model is:

y = β0 + βTg Xg + ε, (3.16)

where error term ε is assumed to follow a Gaussian distribution under log-transformed TPM.
Again, this model is an approximation to TF regulation, instead of modeling the exact biolog-

ical interaction and mechanisms. The exact biological interaction is between TG DNA sequence
and TF protein molecules, of which the abundances are not available in the given samples, and
the relationship between mRNA abundances and TF protein abundances may be more complex
than linear relationships. Nevertheless, linear model between gene expressions has been used in
other applications such as reconstructing gene regulatory network from RNA-seq data [49, 72].
The linear approximation between log-transformed expression indicate exponential approxima-
tion between the normalized read counts of the TF and TG genes.

The significance of TF expression in regulation TG expression is tested through likelihood
ratio test, and the test statistics for the ith TF is

λ = −2 ln
supβ0,βg L(y | β0, βg;Xg)

supβ0,βg,−i
L(y | β0, βg,−i;Xg,−i)

. (3.17)

where βg,−i andXg,−i are the parameters and feature matrix without the ith feature, andL denotes
the likelihood. Under null hypothesis, λ follows a χ2 distribution as proved by Wilks [167].
When λ is significantly large under χ2 distribution, there is strong linear relationship in the
regulation of the ith TF in the current dataset. We use p-value threshold of 0.05 to determine the
TFs that significantly explain TG’s expression.

Testing the significance of anomalies

The prediction power of coverage anomaly to TG’s expression is tested also with likelihood ratio
test under the linear models of (3.15) and D forms in Table 3.2. For the model containing both
concentration-independent term and two concentration-dependent terms, the test statistic is

λ = −2 ln
supβ0,βp,βm,βc,βg ,βt,βa,βg,int,βt,int

L(y)

supβ0,βp,βm,βc,βg ,βt L(y)
. (3.18)

Under the null model that the parameter vector (βa, βg,int, βt,int) is a zero vector, the above test
statistics follows a χ2 distribution with degrees of freedom equal to 3. For the other forms of
D terms, the test statistics can be constructed by removing the coefficient from the numerator of
anomaly terms that D does not contain and decreasing the degrees of freedom correspondingly.

Benjamini-Hochberg FDR adjustment is performed within the testings under each type of
anomaly contribution (each form of D). With FDR threshold 0.05, the significant detections
under each model assumption are combined as the final set of TF-coverage anomaly-TG triples
such that the regulation efficiency is altered when TF contains coverage anomalies.
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Determining the “maximum relevance minimum redundant model” for each TF-coverage
anomaly-TG triple

For some TF-coverage anomaly-TG triples, FDR of the anomaly terms is significant under var-
ious linear models corresponding to the anomaly contribution types. It is possible that one of
the anomaly terms is crucial, and appending another unimportant anomaly terms still leads to a
significant prediction under the appended model. Therefore, we select the minimum redundant
model that have the maximum explaining power of the TG expression. The selection is done in
the following ways.

We first collect all models such that (1) FDR is significant under this model or the model
is the full model (containing all three anomaly terms), and (2) likelihood ratio testing between
the this model and the full model is insignificant. In case where the full model does not have a
significant FDR but likelihood ratio testing between each significant model with the full model
results in significant difference, we still treat all three anomaly terms to be all crucial and directly
assign the maximum relevance minimum redundant model to be the full model even though it
does not pass FDR threshold. Let the set of the models under these criteria beM. These are the
set of models with large and statistically equivalent explanation power on TG expression.

We then select amongM the model with the minimum redundant number of anomaly fea-
tures. Whether an anomaly term has significantly large and unique information is determined by
likelihood ratio testing between the model and the model without the anomaly term. Let FM be
the set of anomaly terms within M ∈ M. And the cardinality (or the number of terms) |FM | is
no greater than 3. The objective of selecting minimum redundant model can be expressed as:

max
M∈M

∑
f∈FM

1(Significant(M,M−f ))

|FM |
+ λLL(y |M), (3.19)

where M−f is the model without f term, Significant() function is an indicator function to in-
dicate whether the likelihood ratio testing between the two models reveals significant difference,
and LL is the log-likelihood. The first part of the above objective is the percent of anomaly terms
that significantly contribute to the model (or non-redundant), and it is discrete because of the fact
that |FM | ≤ 3. Therefore, to avoid non-uniqueness of the models that contain the largest propor-
tion of non-redundant anomaly terms, we add the second term with a very small λ. The second
term will select the model leads to largest log-likelihood to explain TG expression, despite that
the difference of explanation power among the models inM is not statistically distinguishable.
Model selection based on the above objective leads to the minimum redundant model for each
TF-coverage anomaly-TG triple.

Determining the changing direction of TF regulation efficiency when having coverage
anomalies

The direction of regulation, positive or negative regulation, is determined by the coefficient in
linear regression. Given an anomaly score vector and its corresponding gene/transcript expres-
sion of interest, we fit a new linear model with only the expression vector of the corresponding
TF and anomaly-related term D under the maximum relevant minimum redundant model. Let
y be the TG expression, and suppose the coverage anomaly of the ith TF is to be evaluated, the
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new linear model is:
y = β̃0 + β̃g,iXg,i +D + ε (3.20)

The sign of fitted coefficient β̃g,i indicates whether the ith TF positively or negatively regulates
the expression of TG. When there is one anomaly term, the agreement between the sign of β̃g,i
and that of the sign of coefficient of the anomaly term represents the enhancement or reduction
of regulation efficiency of TF or of the expression of TG. When there are multiple anomaly
terms, and the coefficient of anomaly depends on gene and/or transcript expression of the TF, it
is not possible to determine a single coefficient across the whole space of expression abundances.
Instead, we select several representative quantiles of gene expression and transcript expression
percentages to evaluate the sign agreement between the gene coefficient and anomaly coefficient.

We keep only the relevant terms in linear model fitting, otherwise, the signs of coefficients
will be confounded by the potential correlation between the relevant terms and expression abun-
dances of other TF genes and transcripts. For example, if the TG expression is y, the gene-level
expression of ith TF is Xg,i = 1.5y, and there is another TF whose expression is Xg,j = 0.5y.
Both ith TF and jth TF positively regulates and is positively correlated with TG expression.
However, one optimal solution for linear regression may set the coefficients as y = Xg,i −Xg,j ,
and the negative coefficient of the jth TF disagrees with its positive regulation effect. The dis-
agreement is due to including extra features that are not of interest but have correlations with the
interested TF expression. Therefore, we remove the expression vectors that are not of interest
from the linear model to determine the regulation direction.

3.2.8 Discussion

Our analysis reveals that the regulation efficiency of TFs can be affected by the coverage anomaly
status of their transcript expression, and we identify 319 TF-coverage anomaly-TG triples of
which the effect is significant in breast cancer. We observe that the effect has various characters:
some is independent of TF expression the effect of other triples increases along with TF gene
expression or transcript expression. Containing coverage anomalies can either enhance or reduce
the regulation efficiency, while the reduction effect is more common under medium to low TF
expression. This is the first study to analyze the relationship between transcript coverage status
and the TF regulation efficiency in breast cancer.

Linear models are used to approximate the regulation relationship between TFs and their
target genes (after log-transformation on expression), however, the true regulation relationship
may be more complicated. The direction for further analyses may incorporate a more refined
expression regulation model and take into account the competition, cooperation, or coactivation
among multiple TFs.

One possible future direction is to compare the effect of coverage anomalies between tumor
and normal conditions or among different tumor types. Similar to the effect of eQTLs, the
effect of coverage anomaly status may also depend on the cellular environment, which includes
in DNA accessibility, binding site occupancy, and abundances of co-factors of TFs. And the
environment possibly varies greatly between tumor and normal states or among different tissues.
It remains to be answered whether coverage anomalies affect the set of TFs and TGs and whether
the directions of effect remain the same.
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3.2.9 Appendix

0.0 0.2 0.4 0.6 0.8
concentration-independent contribution

0.0

0.2

0.4

0.6

0.8

1.0

co
nc

en
tr

at
io

n-
de

p
en

de
nt

co
nt

ri
bu

ti
on

0.0 0.2 0.4 0.6 0.8
gene-level contribution

0.0

0.2

0.4

0.6

0.8

tr
an

cr
ip

t-
le

ve
l

co
nt

ri
bu

ti
on

Figure 3.19: (A) Percentage of explained variance from concentration-independent term
and concentration-dependent term separately among the total explained variance from both
terms. (B) Percentage of explained variance from gene-level and transcript-level concentration-
dependent term separately among the total explained variance of both levels of concentration
dependent terms.
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Figure 3.20: Scatterplot of the absolute coefficient of the TF gene expression and of the gene-
level concentration-dependent term when the maximum relevance minimum redundant model
contain this anomaly term.
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Chapter 4

Conclusion and future work

4.1 Summary of contributions

Reconstructing sequences and expression of transcripts has become a key computational task
since the development of the RNA-seq technique. The algorithms for identifying sequence vari-
ants and estimating expression of transcripts are ever-improving, and the analyses based on re-
constructed transcripts using current methods have revealed an unprecedented amount of associ-
ations between sequence variants and diseases, between expression and drug responses. Never-
theless, it is still challenging to infer transcript sequences and expression with high accuracy. We
study the transcript reconstruction problem from an anomaly detection perspective: identifying
the disagreement between RNA-seq observations and the sequence and expression reconstructed
under existing methods. This approach allows us to both improve the identified variants and
estimated expression for a subset of transcripts, and can be used to inspire and evaluate future
transcript reconstruction methods.

This thesis focuses on large-scale transcriptomic sequence variation (TSVs) detection and
expression quantification. Many RNA-seq alignments that are discordant with sequencing li-
brary preparation cannot be explained by gene fusions. The unexplained discordant RNA-seq
reads leads to the detection of non-fusion-gene TSVs. After an expression quantifier assigns a
proportion of RNA-seq reads to each transcript they can be mapped to, the coverage along each
transcript may not agree with the probability model of RNA-seq fragment generation protocol.
The unexplained coverage patterns correspond to the coverage anomalies.

Our method, SQUID, was the first TSV detection method that is optimized for identifying
both fusion-genes and non-fusion-gene TSVs. It models the TSVs as rearrangements of genome
segments and seeks an rearrangement that makes the most number of RNA-seq reads agree with
the RNA-seq library preparation. Experimental validation demonstrates that the rearrangement
problem formulation along with the filtering steps in SQUID achieves reasonable accuracy in de-
tecting fusion-gene TSVs and relatively high accuracy in detecting non-fusion-gene TSVs com-
pared to other fusion detection methods. Applying SQUID on TCGA cancer RNA-seq datasets,
we observed that a few non-fusion-gene TSVs occur on tumor suppressor genes, which moti-
vates further analysis on these TSVs and their effect on cancer genesis and progression. The set
of detectable TSVs is enlarged by including non-fusion-gene TSVs, which enables an alternative
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potential mechanism to explain diseases and cellular status.
SQUID was further extended to MULTIPLE COMPATIBLE ARRANGEMENTS PROBLEM

(MCAP) for detecting TSVs under the assumption that sequencing samples contains multiple
alleles such that different alleles contain different set of TSVs. Theoretical analyses of SQUID
and MCAP reveals sufficient and necessary conditions when RNA-seq data cannot be explained
a single rearrangement of genome segments. We also proved the NP-completeness of the re-
arrangement problem in SQUID as well as MCAP, and provided approximation algorithms for
MCAP with the number of alleles is 2, corresponding to diploid assumption.

We developed a method, SAD to detect the unexpected coverage patterns of transcript ex-
pression quantification. SAD incorporates the state-of-art sequencing bias estimation model of
Salmon quantifier to estimate expected coverage and compares the observed coverages with the
expected ones. Expression quantification methods have been improved during the last decade,
while there have been only a few works identifying potential quantification errors. SAD pro-
vides a novel perspective in evaluating the accuracy of expression estimates in absence of ground
truth expression. It further categorizes the detected coverage anomalies by whether the anomaly
is likely caused by quantification algorithm mistake (adjustable anomalies) or by other causes
(unadjustable anomalies, for example due to incomplete reference that cannot be addressed by
improving quantification algorithms). SAD also adjusts the expression estimates for transcripts
that contain adjustable coverage anomalies, and the adjusted expression estimates have a higher
agreement with the expected coverage and can be used in further expression analysis. Unad-
justable coverage anomalies deserve further analysis both to discover the biological mechanism
that leads to the abnormal coverage pattern and to investigate the biological consequences when
genes and transcripts contain the anomalies.

We did the first analysis to probe the biological consequences when genes contain unad-
justable coverage anomalies. Specifically, we analyzed whether coverage anomalies of transcrip-
tion factors contribute in explaining the expression variability of corresponding target genes. Our
analysis revealed 319 transcription factor-coverage anomaly-target gene triples in TCGA breast
cancer samples where the status of unadjustable anomaly has significant explanation power on
the expression variance of the target genes. When a transcription factor contains unadjustable
coverage anomalies, the change in target gene’s expression can either purely depend on the
anomaly score or increase with both anomaly score and the expression of transcription factors.
This analysis motivates further investigation on physical and chemical mechanisms for the ex-
planation power of coverage anomalies on expression regulation, as well as the predictability of
coverage anomalies on other biological processes.

4.2 Future directions
There are multiple future directions for applying and designing anomaly detection methods for
RNA-seq data as well as more the general genomic area of computational biology. Anomalies in
RNA-seq include other aspects besides discordant alignments and unexpected coverage patterns.
For example, unmapped reads are also unexpected patterns. Having a comprehensive repertoire
of RNA-seq anomalies and connecting the ensemble of anomalies to the biological events that
cause them will benefit researches on both biological discoveries and method development for
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RNA-seq data. Additionally, the anomaly detection methods in this thesis are rule-based ap-
proaches that incorporate existing knowledge about RNA-seq technique, such as the existence
of sequence fusion and the probabilistic model of sequencing fragment generation. Developing
an anomaly detection framework that automatically learns the rules in computational biological
area is another research direction for fast adaptation of anomaly detection to the ever-improving
biological data types.

There is still space for improving accuracy or speed of SQUID and SAD. For example, cur-
rent gene annotation can be incorporated in SQUID and the detection criteria for fusion-gene
TSV and non-fusion-gene TSV detection can be separated. For another example, deriving ap-
proximation for the probabilistic model in SAD will likely speed up the empirical p-value calcu-
lation. The details of future directions for method improvements have been discussed in previous
chapters separately, and we do not recapitulate in this section.

With the advent of single-cell RNA-seq (scRNA) data, it is important to extend the cur-
rent transcript reconstruction algorithms to the new experimental technique. Because of the
largely reduced amount of RNA molecules in each individual cell and decreased sequencing
depth, scRNA usually cannot capture RNA reads for all expressed transcripts, which induces
additional challenges for reconstructing transcript sequences, sequence variants and expression.
It remains a question what degree of precision and accuracy can be achieved in TSV detection or
transcriptome assembly using scRNA data. Nevertheless, scRNA enables a much larger space for
biological discovery regarding cellular heterogeneity, inter-cellular communication, and differ-
entiation. Studying the differences of transcript sequences between single cells will potentially
benefit the decoding of the function of each transcript and the role in cellular communication
and differentiation. Methods for imputing gene expression have been proposed: even though
an expressed gene is not captured in scRNA, the expression can be inferred from similar cells
where the gene is captured in sequencing. Such imputation methods can be similarly developed
for TSV detection and transcriptome assembly, or be used in expression anomaly detection to
identify potential misquantification of a group of similar cells.

Another potential is to adapt current methods to develop new methods to detect TSV or cov-
erage anomalies in multiple samples jointly. This is similar to TSV and coverage anomaly in
similar single cells. But multiple related bulk RNA-seq datasets does not have the problem of
uncaptured genes as in scRNA, while the sample compositions of different samples may emit
more different sets of transcripts compared to the transcripts in different single cells. It is un-
known whether transcript reconstruction and variation detections methods designed for multiple
single cells can be directly applied to multiple bulk RNA-seq samples. Nevertheless, jointly
identifying TSV or coverage anomalies for multiple related bulk RNA-seq samples with proper
methods will lead to more robust and confident detections, and also ease the comparison of TSV
or anomaly among these samples.

With the developed computational methods to identify novel types of TSVs and coverage
anomalies, analyzing the TSVs and anomalies in currently available datasets will potentially lead
to novel biological discoveries. For example, analyzing whether a novel alternative cleavage of
an cancer-related gene suggested by SAD unadjustable anomalies is associated with a certain
cancer subtype may reveal novel cancer biomarkers. Investigating these biological questions can
unveil the association between cellular states and phenotypes more comprehensively. Studying
the biophysical and biochemical effects of TSVs and coverage anomalies in the molecular level
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helps understand the mechanism of such associations. For example, a TSV-fused transcript se-
quence may have altered translation regulatory elements and lead to altered abundances of trans-
lated protein, or directly alter protein sequences such that the protein has an altered localization
or binding properties. Studying these molecular-level alterations leads to a more complete view
of cellular interactions and system regulations.
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